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Abstract 

Battery powered real-time systems have been widely used in 
many applications. As the quantity and the functional complexity 
of battery powered devices continue to increase, energy efficient 
design of such devices has become important. Also these real-
time systems have to concurrently perform a multitude of 
complex tasks with strict time constraints. Thus, minimizing 
power consumption and extending battery life while guaranteeing 
the timing constraints has become a critical aspect in designing 
such systems. Moreover, energy consumption is also a critical 
issue in parallel and distributed systems. We present novel 
algorithms for energy efficient scheduling of Directed Acyclic 
Graph (DAG) based applications on Dynamic Voltage Scaling 
(DVS) enabled systems. Experimental results show that our 
proposed algorithms give better results than the existing 
algorithms. 
Keywords: Real-time, slack, energy reduction, scheduling 

1. Introduction 

Energy consumption reduction is becoming nowadays an 
issue reflected in most aspects of our lives. The obvious 
driving force behind addressing energy consumption in 
digital systems is the development of portable 
communication and computation. The consumers demand 
better performance and more functionality from the hand-
held devices, but this also means higher power and energy 
consumption. Hence energy efficiency is an important 
optimization goal in digital system design, and most of 
these are in fact time critical systems. 
 
Timeliness and energy efficiency are often seen as 
conflicting goals. When designing a real-time system, the 
first concern is usually time. Yet, with the right methods 
energy efficiency can also be achieved. Energy-efficient 
architectures may be selected, while still meeting the 
timing constraints.  

The ready availability of inexpensive processors with large 
memory capacities and communication networks with 
large bandwidth are making it more attractive to use 
distributed (computer) systems for many of the real-time 
applications. Distributed real-time systems have emerged 
as a popular platform for applications such as multimedia, 
mobile computing and information appliances. For hard 
real-time systems, application deadlines must be met at all 
time. However, early completion (before the dead- line) of 
the applications may not bring the systems extra benefits. 
In this case, we can trade this extra performance for other 
valuable system resources, for example, 
energy consumption. Dynamic voltage scaling (DVS), 
which varies the processor speed and supply voltage 
according to the workloads at run-time, can achieve the 
highest possible energy efficiency for time-varying 
computational loads while meeting the deadline 
constraints [1]. DVS takes advantage of the quadratic 
relationship between supply voltage and energy 
consumption [2], which can result in significant energy 
savings. There are many commercially available voltage-
scalable processors, including Intel’s Xscale [3], 
Transmeta’s Crusoe [4], and AMD’s mobile processors 
with AMD PowerNow! technology support [5].  
 
An important problem that arises from using distributed 
systems is how to assign tasks and resources to the 
processors so as to fully utilize the processors, while 
ensuring that the timing constraints of the tasks are met 
along with energy efficiency. Hence in this paper we 
address energy efficiency in the context of distributed real-
time systems, targeting variable speed processor 
architectures. 
 
In energy efficient scheduling, the set of tasks will have 
certain deadline before which they should finish their 
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execution and hence there is always a time gap between 
the actual execution time and the deadline. This time gap 
is called slack. In this paper, we have proposed algorithms 
to allocate this slack in an efficient way therefore resulting 
in more energy savings.  
 
Following this introduction, Section 2 gives a brief 
overview of basics and related work. Details of system 
model are presented in Section 3. In Section 4, we present 
an overview of the existing algorithms. In Section 5, we 
describe our energy-efficient algorithm in detail. 
Experimental results are presented in Section 6. Finally, 
we conclude in Section 7. 

2. Basics and related work 

Operating system is responsible for functioning of the 
entire system, including task constraints and status, 
resource usage, etc. Therefore, it is one of the most 
effective and efficient approaches to reduce energy 
consumption with proper task scheduling algorithms.  
 
Voltage scaling has been widely acknowledged as a 
powerful and feasible technique for trading off energy 
consumption for execution time. There is a rich literature 
addressing variable-voltage scheduling for a set of 
independent tasks with hard deadlines on a 
single processor [6]. Hardware–software co-synthesis with 
variable-voltage scaling for single-processor core-
based systems is considered for independent tasks [7]. An 
offline algorithm, which generates a minimum-energy 
preemptive schedule [8] is also proposed for a set of 
independent tasks. This schedule, is based on an earliest 
deadline first (EDF) scheme, and tries to achieve a 
uniform scaling of voltage levels of different tasks. 
Heuristic is provided for a similar problem as in [8] for 
fixed-priority static scheduling [9]. An energy-priority 
heuristic is provided for non preemptive scheduling of 
independent real-time tasks [10].  An iterative slack-
allocation algorithm [11] proposed based on the Lagrange 
Multiplier method, points out that variations in power 
consumption among tasks invalidate the conclusion in [8] 
that a uniform scaling is optimal. Though most of the 
works on energy efficient real-time scheduling concentrate 
on independent tasks over uniprocessor, research is also 
now being focused on dependent tasks over distributed 
systems. 
 
Real-time scheduling for tasks with precedence 
relationships on distributed systems has been addressed in 
[12]–[15]. There is also work addressing variable-voltage 
scaling for such systems [16]–[19], [20]. Hybrid 
search strategies are used for dynamic voltage scaling 
[16]. It uses a genetic algorithm with simulated healing for 

global search and hill climbing and Monte Carlo 
techniques for local search. The energy efficient real-time 
scheduling problem is formulated as a linear 
programming (LP) problem [17] for continuous voltage 
levels, which can be solved in polynomial time. Algorithm 
based on a list-scheduling heuristic with a special priority 
function to tradeoff energy reduction for delay is also 
proposed for distributed systems [18].  The work proposed 
in [19] uses a genetic algorithm to optimize task 
assignment, a genetic-list scheduling algorithm to optimize 
the task execution order, and an iterative slack 
allocation scheme, which allocates a small time unit to the 
task that, leads to the most energy reduction in each step. 
The performance and complexity of this approach are 
dependent on the size of the time unit, which however, 
cannot be determined systematically. The usage of a small 
time unit for task extension can lead to large 
computational complexity.  
 
For distributed systems, allocation/assignment and 
scheduling have each been proven to be NP-complete. For 
variable-voltage scheduling, the problem is more 
challenging since the supply voltages for executing tasks 
have to be optimized to maximize power savings. 
This requires intelligent slack allocation among tasks. The 
previous work using global/search strategy [16] and 
integer linear programming (ILP) [17] can lead to large 
computational complexity. The problem is further 
complicated when slack allocation has to consider 
variations in power consumption among different tasks. 
Among previous works, those in [11], [17], and [19] 
consider variations in power consumption among different 
tasks  
 
The Linear Programming (LP) based algorithms proposed 
in the literature for battery-powered multiprocessor or 
distributed DVS systems allocate slack greedily to tasks 
based on decreasing or increasing order of their finish time 
[20], or allocates evenly to all tasks [21]. These algorithms 
use integer linear programming based formulations that 
can minimize the energy [17]. 
 
The slack allocation algorithms assume that an assignment 
of tasks to processors has already been made. Variable 
amount of slack is allocated to each task so that the total 
energy is minimized while the deadlines can still be met. 
The continuous voltage case is formulated as Linear 
Programming [17] problem where the objective is, 
minimization of total energy consumption. The constraints 
include deadline constraints, precedence constraints in 
original DAG and precedence constraints among tasks on 
the same processor after assignment.  
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Since the scheduling algorithm in [17] does not consider 
the communication time among tasks, it is extended by 
considering the communication time when representing 
precedence relationships among tasks in the path based 
algorithm proposed in [22]. This approach for energy 
minimization is an iterative approach that allocates a small 
amount of slack (called unit slack) to a subset of tasks. The 
selection of tasks for this unit slack allocation is such that 
the total energy consumption is minimized while the 
deadline constraint is also met. 
 
The above process is iteratively applied till all the slack is 
used. These algorithms do not utilize the slack generated 
dynamically due to the difference in worst case execution 
time and actual execution time of real-time tasks. So the 
existing algorithms have been modified in an efficient 
way, to schedule the dynamic slack that is present between 
the total execution time and deadline. New modified LP 
and modified path-based algorithms are proposed, to 
effectively use the slack so that energy efficiency of the 
processor increases. 

3. System Model 

The Directed Acyclic Graph (DAG) represents the flow 
among dependant tasks in a real-time application. In a 
DAG a node represents a task and a directed edge between 
nodes represents the precedence relationship among tasks. 
The assignment of tasks in a DAG to the available 
processors is done through scheduling algorithms, so that 
the finish time of DAG is less than or equal to the 
application deadline. Here we use the task’s execution 
time at the maximum supply voltage during assignment to 
guarantee deadline constraints. An assignment DAG 
represents the direct workflow among tasks after processor 
assignment. The direct precedence relationships of tasks in 
an assignment DAG may change from its original DAG. 

 
 

Figure 1 a) DAG b) Assignment on two processor  c) Assignment 
DAG 

 
Figure 1(b) depicts the assignment of tasks for the DAG of 
Figure 1(a). Figure 1(c) represents the assignment DAG, 

which is the direct flow among tasks generated after 
assignment.  
 
The Number of cycles, Nτ, that  a task τ needs to finish 
remains a constant during voltage selection (VS), while 
processor’s cycle time (CT) changes with the supply 
voltage. For example if processors can operate on a 
maximum voltage Vh and  minimum voltage Vl , we 
assume CT at Vh is 1 time unit and CT at Vl is 2 time unit. 
This means slowing down the system increases execution 
time of tasks with reduced energy. 

4. Existing slack allocation algorithms 

All slack allocation algorithms allocate variable amount of 
slack to each task so that the total energy is minimized 
while the deadlines can still be met. Several slack 
allocation algorithms are discussed in the literature. 
Among these, the following algorithms provide close to 
optimal solutions. Hence, these two algorithms are 
considered for improvement in this paper. 

4.1 LP algorithm 

The continuous voltage case is formulated as Linear 
Programming (LP) [17] problem where the objective is 
minimization of total energy consumption. The constraints 
include deadline constraints and precedence constraints in 
original DAG and assignment DAG.  
 
This is presented as a two-phase framework that 
integrates task scheduling and voltage selection together 
to achieve the maximum energy saving of executing 
dependent tasks on one or multiple variable voltage 
processors. In the first phase, the EDF scheduling is used 
for a single processor which is optimal in providing 
slowdown opportunities and the priority based scheduling 
is used for multiple processors that provide more slowing 
down opportunities than a baseline scheduling. The 
LP formulation in the second phase is the first exact 
algorithm for the voltage selection (VS) problem. The LP 
can be solved optimally in polynomial-time for the 
continuous voltage or solved efficiently for general 
discrete voltages. This algorithm compared to the baseline 
scheduling along with scaling VS technique provides 14% 
more slowing down opportunities. But it does not consider 
the communication time among tasks, and hence extended 
as modified LP algorithm for discrete voltage case with 
resource reclaiming by considering the communication 
time in assignment DAG. 
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4.2 Path based algorithm 

The path based algorithm [22] presented for continuous 
voltage parallel and distributed system, is not only 
considerably better than simplistic schemes but also 
comparable to LP based algorithm, which provides near 
optimal solutions. 
 
The LP algorithm ignores the variable energy profiles of 
tasks on different processors during slack allocation and 
lead to poor energy reduction. Usage of  this variable 
energy profile can lead to more reduction in energy 
requirements [19], [21]. However, because of the 
dependency relationships among tasks in an assignment, 
the sum of energy reduction of several tasks executed in 
parallel may be higher than the highest energy reduction of 
a single task. The path based algorithm effectively 
addresses this issue and determines a set of multiple 
independent tasks that together have the maximum energy 
reduction. In Figure 1, the slack of time 5 to 6 is 
considered for the slack allocation from start time to total 
finish time. The slack can be allocated only to task τ2. 
However, the slack of time 8 to 9 at Phase 2 can be 
allocated to a subset of tasks (e.g., τ1, τ2 & τ3, or τ4). The 
execution of Phase1 precedes the execution of Phase2 to 
expect more energy saving by reducing the possibility of 
redundant slack allocation to the same tasks. 
 
This algorithm compared to LP based algorithm, provides 
near optimal solutions and also improves energy reduction 
by 9-29 %. 

5. Proposed Algorithms 

Both the proposed algorithms integrate task scheduling 
and voltage selection together and achieve maximum 
energy saving on distributed system comprised of variable 
voltage processors, with discrete voltage case. The 
proposed algorithms are improved over the existing ones 
by considering new slacks generated due to AET of tasks 
at runtime. This is achieved through resource reclaiming 
procedure added to the existing algorithms.  

5.1. Modified LP Algorithm 

This algorithm integrates task scheduling and voltage 
selection together to minimize energy consumption of 
dependent tasks on systems with a given number of 
variable voltage processors. The algorithm should also 
guarantee that after the VS technique is applied, tasks with 
deadlines still finish before their deadlines.  
 

If dτ is the task’s delay , Tτ  execution time of task τ at 
highest voltage Vh and Sτ is the tasks start time, then the 
timing constraints for multiprocessors can be modeled as 

Sτ + dτ  dlτ ith deadline 
dτ Tτ, Sτ , int,  

For a feasible scheduling, the above constraints guarantee 
that tasks with deadlines will finish before their deadlines. 
 
The objective of VS is to minimize the sum of each task 
τ’s energy consumption by slowing down each task τ 
without violating timing constraints. To trade the increase 
of delay for energy saving, a relationship should be 
established between dτ and Eτ. In the continuous voltage 
case, Eτ is a convex function of dτ [17]. 
 
In the discrete voltage case, only a certain number of 
voltages are available. This implies that a task’s delay can 
only take discrete values. In this case the dτ and Eτ are 
computed as linear function of Nτ,i, where Nτ,i is the 
number of cycles that task τ is executed at a discrete 
voltage Vi < Vh. 
 
The task scheduling policy used in this algorithm provides 
the maximum slowing down potentials for voltage 
selection to utilize energy saving. To provide more energy 
saving opportunities in the scheduling for VS to utilize, we 
use a priority based on task’s deadline, dependencies and 
the usage of processors in the system. The latest finish 
time (LFT) for a task is assigned based on their deadline or 
task’s successors to meet their deadline. Leaf task’s LFT is 
its deadline or overall DAG’s deadline. Starting from leaf 
tasks and traversing the DAG backward, we can assign 
each task a latest finish time. Task τ latest finish time LFTτ 
is defined as  

LFTτ = min (dlτ, min (LFTsτ - Tsτ)),  
where LFTsτ and Tsτ are the latest finish time and execution 
time of  direct successor tasks of  task τ in the DAG 
respectively. Let us denote task τ’s ready time when all its 
predecessors finish as Rτ, its earliest start time when it is 
ready and there is a processor available as ESTτ, and ith 
processor’s available time as PATi. These values are 
updated during the scheduling as we build the scheduling 
step by step. At each step, task τ’s priority PRτ, is 
evaluated as 
 PRτ = LFTτ +ESTτ 
 ESTτ = max (Rτ, min (PATi)), and i= 1 to N (N is 
Number of processors in the system). 
 
A task with smallest priority value is assigned to a 
processor Pi, if Pi is available at the same time when task 
is ready. If more than one processor is readily available 
before the task is ready then select the latest among all 
processors available when the task becomes ready. If no 
processor is available, when task is ready select the 
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processor that is available the earliest. This selection and 
assignment of tasks repeat until all tasks are scheduled. 
 
The static initial scheduling of tasks is based on the worst 
case execution time of the tasks. But, it is possible that a 
task executes less than its worst case computation time, 
because of data-dependent loops and conditional 
statements in the task code or architectural features of the 
system, such as cache hits and branch predictions or both. 
Hence the modified LP algorithm is improved over the 
basic LP algorithm to provide resource reclaiming at 
program runtime for scheduler to adjust the schedule 
online according to the actual execution time (AET). This 
newly generated slack time thus can be better utilized for 
more energy savings. The algorithm is given below. 
 
Modified LP Algorithm() 
begin 

Order the tasks in non decreasing order of priority in the 
task queue.  
For processors P=1 to N do  

            {N is the total number of processors} 
    begin 

Get the first task τf from task queue. 
If τf can be executed then  
      start execution. 

While task queue is not empty do 
begin 

                    If a task is under execution on P then 
                    begin 
     Wait for its completion 
         Invoke resource reclaiming 
                Get next task from queue 

Apply VS for energy saving 
                    end 
              end 
     end 
 end 

5.2. Modified path based algorithm 

This algorithm is developed for discrete voltage based 
slack allocation for DAG’s on distributed system. First 
tasks are assigned to processors based on priority 
scheduling discussed in modified LP algorithm, resulting 
in an assignment DAG. Modified path based slack 
allocation algorithm applied to it for energy minimization. 
This is an iterative approach that allocates a small amount 
of slack (called unit slack) in each iteration to a subset of 
suitable tasks so that the total energy consumption is 
minimized while the deadline constraint is also met. 
 
The above process is iteratively applied till all the slacks 
are used. The purpose of each iteration to find a weighted 
maximal independent set of tasks, where the weight is 

given by the amount of energy reduction by allocating unit 
slack. The dependency relationships in an assignment 
DAG [23] contains total slack which can be allocated to 
the different tasks. For instance, in Figure 1, consider an 
example in which one unit of slack can be allocated. The 
total tasks that can be allocated for one unit of slack is one 
or two: 
 
If task τ7 (or τ1) is allocated the slack; no other task can 
use this slack to meet the deadline. Tasks τ2 and τ3 (or τ2 & 
τ4, τ2& τ6, τ4 & τ5, τ5 & τ6) can use this slack concurrently 
as they are not dependent on each other and both can be 
slowed down. The appropriate option to choose between 
the two choices depends on the energy reduction in task τ7 
versus the sum of energy reduction for tasks τ2 and τ3. This 
slack allocation algorithm considers the overall 
assignment-based task dependency relationship [23], while 
the most other algorithms ignore them. This algorithm has 
two phases. 
 
In phase1 slack available from start time to total finish 
time based on a given assignment is considered for 
maximum energy reduction by delaying appropriate tasks. 
In this case the slack can be allocated to only a subset of 
tasks that are not on the critical path. In phase2 slack 
available from total finish time to deadline is considered 
for further energy reduction. In this case the slack can 
potentially be allocated to all the tasks.  
 
For each of the two phases, this algorithm iteratively 
allocates one unit of slack, called unitSlack. The size of the 
unitSlack can be reduced to a level where further reducing 
it does not significantly improve the energy requirements. 
For Phase1, at each iteration only tasks with the maximum 
available slack are considered since the number of slack 
allocable tasks is limited and the amount of available slack 
for each task is different. The maximum available slack of 
task τ is slackτ, and is defined as 

slackτ = LSTτ - ESTτ and 
LSTτ = LFT τ - Tτ, where LST τ is the latest start 

time of task τ. 
The set of tasks which can share unitslack simultaneously 
is found using compatible task matrix. If task τi and task τj 
are in the same assignment-based path, elements mij and 
mji in compatible matrix M are set to zero. Otherwise the 
elements are set to one. This matrix can be easily 
generated by performing a transitive closure on the 
assignment DAG and then taking compliment of that 
matrix. Here set of tasks considered at each iteration may 
be changed. This process is iteratively executed till there is 
no task which can use slack until total finish time.  
 
Meanwhile, at Phase2, all tasks are considered for slack 
allocation at each iteration. The number of iterations at 
Phase2 is equal to totalSlack divided by unitSlack, where 
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totalSlack is the slack available between actual deadline 
and total finish time. At each iteration, one unitSlack is 
allocated to one or more tasks that lead to maximum 
energy reduction.  
The energy reduction of a task is defined by the difference 
between its original energy and its energy expected after 
allocating a unitslack to the task. A branch and bound 
algorithm is used to search all the compatible solutions to 
determine the one that has maximum energy reduction. 
The complete modified path based algorithm is stated 
informally as below. 

 
Modified Path based Algorithm() 
begin 

Assign tasks to N processors using Priority based 
scheduling and obtain assignment DAG. 
While unitslack exists in phase1 do 
begin 

      Find tasks with maximum available slack 
      Generate compatible matrix to find slack   

sharable tasks 
      Find task set with maximum energy  reduction 

using branch and bound search 
                  Invoke resource reclaiming 
           end 

While unitslack exists in phase2 do 
begin 

                Delay all last tasks on processors to extend up to 
deadline 

                Invoke resource reclaiming 
           end 
end 

6. Results and Discussions 

To evaluate the efficiency of our algorithms in energy 
saving, we conducted experiments through simulation on 
various task graphs consisting of 2 to 20 tasks, generated 
randomly. The comparison of energy consumption for the 
above task graphs between the existing LP and modified 
LP algorithms, as well as existing path based and modified 
path based algorithms are analyzed. For each set of tasks 
the number of processors is kept constant and the energy 
consumption for a minimum of ten DAGs are noted. The 
average values of all those DAGs were calculated. Each 
point in the above graphs is the average value of such 
DAGs. This method was repeated by changing the number 
of processors (varied between 2 to 10) and comparisons 
were made between the existing and proposed algorithms. 
A few sample results of those comparisons are shown in 
the graphs below.  
 

From the graphs it is inferred that path based algorithms 
provide more energy savings than LP based algorithms. 
The modified algorithms outperform existing ones by 
reducing on an average 5% more energy. This is due to the 
addition of resource reclaiming technique in the proposed 
algorithms. 

 
a) Number of Processors = 3 

 
b) Number of Processors = 10 

 
Figure 2. Comparison of energy consumption(in %) between LP and 

modified LP algorithms 

 
 

 
a) Number of Processors = 5 
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b) Number of Processors = 10 

 
Figure 3. Comparison of energy consumption (in %) between path 

based and modified path based algorithms 

 
Table 1: Comparisons of overall energy consumption for all four 

algorithms 

Algorithm Average Energy 
Consumption (%) 

LP 85 

Modified LP 79 

Path based 82 

Modified Path based 77 

 
From Table 1, it is noted that in existing algorithms, Path 
based algorithm consumes less energy than LP algorithm. 
This is due to the concept of unit slack introduced. It can 
also be observed from the results that our proposed 
algorithms have less energy consumption than the existing 
ones by 5%, thus leading to more energy efficiency. 

7. Conclusions 

In this paper, two modified DVS algorithms for discrete 
voltage case and distributed systems are presented. These 
algorithms handle task graphs with precedence and timing 
constraints along with communication time. The resource 
reclaiming component is used to improve energy reduction 
over the existing LP and path based optimal slack 
allocation algorithms. Experimental results show that the 
proposed algorithms are comparable to exiting algorithms 
in providing optimal solutions as well as consume energy 
5% less than the  than the existing ones. The task graphs 
considered in this paper are assumed to be free of resource 
constraints which arise due to the use of non-sharable 
resources by the tasks. So this algorithm can be extended 
by considering resource constraints in addition to the 
precedence and timing constraints for dependant tasks. 
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