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AbstractAbstractAbstractAbstract
The traditional supplier evaluation methods mostly belong
to the static evaluation, and the actual information service
provider selection is a dynamic process, need to use
dynamic evaluation method to measure. In order to select
the IT outsourcing service provider, the tool which uses
complex scientific management system-thinking -
Exploration diagram, established the index system for the
selection of IT outsourcing. Based on it, the decision table
of dynamic IT-Outsourcing service provider selection is
made. The decision rule set of IT outsourcing service
provider prediction is obtained by applying rough set
theory of the decision table attribute reduction and value
reduction. Finally, a calculation example of IT outsourcing
service provider selection is illustrated，which shows that
the mentioned evaluation method is feasible and efficient
for dynamic IT outsourcing service provider selection and
prediction. Thus, it supplies reasonable analysis and policy
making of IT outsourcing service provider.
Keywords:Keywords:Keywords:Keywords: IT outsourcing; Service evaluation; Exploration
diagram; reduction; rules gaining

1.1.1.1. IntroductionIntroductionIntroductionIntroduction

With the development of Information Technology and
thinking of outsourcing, enterprise and researcher pay
more attention on the IT outsourcing. Domestic and
foreign scholars from different angles on information
technology outsourcing are discussed. The information
technology outsourcing is a new management method and
it will be an effective way for all middle and small scale
enterprises to realize informationization. Currently, 60%
of U.S. companies with professional IT outsourcing
services rapidly expand their own business [1-2]. However,
IT outsourcing is a very complex business processes and
accompanied by a variety of risks, results show that IT
outsourcing success is still to be improved. Among them,
the one of the greatest risks is the selection of service
providers. [3].

The traditional supplier evaluation methods mostly belong
to the static evaluation, and the actual information service
provider selection is a dynamic process, need to use
dynamic evaluation method to measure. There is no

unified framework of IT outsourcing service provider
evaluation index system in the present study. And
evaluation is often focused on the current situation, unable
to evaluate the future continuous development of IT
outsourcing service provider.

So, exploration diagram tool is put forward in this paper, it
use the complex scientific management system thinking
mode to apply IT outsourcing service provider evaluation,
absorb its systematic, modular and visual thinking ways of
thinking [4-5]. Through this method, IT-outsourcing
service provider evaluation of influence factors are found,
and the evaluation index system is established. IT
outsourcing service provider evaluation about an
enterprise is taken as an example to set up the IT
outsourcing service provider evaluation decision table, the
decision table is conducted by applying rough set theory of
the decision table attribute reduction and value reduction.
And IT outsourcing service provider of the evaluation
results decision rule set is obtained. According to it, the
dynamic IT outsourcing service provider evaluation results
and development trend are given. It provides the basis for
enterprises to select the suitable IT outsourcing service
provider.

2.2.2.2. IndexIndexIndexIndex SystemSystemSystemSystem basedbasedbasedbased onononon ExplorationExplorationExplorationExploration
DiagramDiagramDiagramDiagram

Major Exploration diagram is the system thinking tool,
which mainly helps to solve the problem of how to
conduct visual thinking. Exploration diagram can help us
to solve such kind of decision making problems: advance
unknown, such as new product development decision-
making, investment project evaluation and decision-
making, through the creation of Exploration diagram to
find all the factors that affects or may affect the research
topic, helping to make decision.

Exploration diagram via the researchers to the whole
environment of observation, according to own mastery of
knowledge and information, plus full imagination, apply
the point of bigger environment consideration to created a
map. The picture presents all affects or may affect the
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subject factors, at the same time, it also reflects the
relationship of factors, and its formation is a collective
creation process.

Exploration diagram use ellipse to represent factors,
elliptic bidirectional arrow indicates interactive
relationship, ruleless circles represent the same factors,
and ligature used to connect factors of the same class, a
tail on the ellipse indicates deleting factors. The process of
drawing Exploration diagram for Evaluation of IT
outsourcing service providers is as follows:

Step 1: According to the needs of the research theme or
decision-making problems, the relevant experts convened
to discuss the research topic or decision-making problems.

Step 2: Moderator or the responsible raise questions in
accordance with the research topic or the question of the
decision-making, allowing you to think .This article
mainly discusses how to evaluate and select IT
outsourcing service providers.

Fig. 1: classified exploration diagram

Step 3: Each member give full play to their imagination
and express their views.

Step 4: After they have fully express their views,
everybody are guided to conduct the visual think about all
the proposed factors aimed at these oval, starting from the
overall, integrated the same, Eliminate redundant, connect
the factors of the same class with ligature, use the ruleless
circles to enclose the same type factors, plus a tail in the
oval for the deleted factors. the classified exploration
diagram is shown in fig.1.

Step 5: To further the visual thinking, named each
irregular circle, Such as commodity prices, types of goods,
commodities performance, and Brand and commodity
picture information can be classified as commodity
information. The naming of this category is only an initial
name, can eventually named after the analysis of the
causal association.

Based on above, IT-outsourcing service provider selection
index system is obtained and shown in table 1.

Table 1：IT-outsourcing supplier selection index system

EvaluatiEvaluatiEvaluatiEvaluati
onononon targettargettargettarget

FactorFactorFactorFactor
indicatorsindicatorsindicatorsindicators SpecificSpecificSpecificSpecific indicatorsindicatorsindicatorsindicators CharacCharacCharacCharac

terterterter

IT-
outsourci

ng
supplier
selection

(A)

Supplier
capabilities

(B1)

Firm size (C1) Quantit
ative

R & D capabilities
(C2)

Qualitat
ive

Market share (C3) Quantit
ative

Level of
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(B2)

On-time Delivery
Rate (C4)

Quantit
ative

Time to Resolve
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(C5)

Quantit
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Credit Level (C6) Qualitat
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Performance Status
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3.1 Rough Set Theory

Rough set theory [6-7] is a new mathematical tool to deal
with imprecise, incomplete and inconsistent data. It can
effectively analyze each kind of incomplete information
such as imprecise, inconsistent, not integrity and so on, but
also discovers the concealed knowledge and promulgates
the latent rule according to analyzing and reasoning data.

R&D
capabilities

Firm size

Engineering
level

Marke
t share

Financial
condition

PM quality

Input
staff

Supplier
capabilitie

s

Level of
Service

External
Evaluation

Time to
Resolve
User
Complaint
s

On-time
Delivery
Rate

Input
cost

Credit
Level

Perfor
mance
Status

IJCSI International Journal of Computer Science Issues, Vol. 10, Issue 1, No 2, January 2013 
ISSN (Print): 1694-0784 | ISSN (Online): 1694-0814 
www.IJCSI.org 237

Copyright (c) 2013 International Journal of Computer Science Issues. All Rights Reserved.



In the rough set theory, computation of approximations
and edge and attributes reduction of decision table is
import part of them. Decision rules can be mined from
given data using rough set theory. Comparing to others
theories which processes indefinite and imprecise question,
the most remarkable difference is it does not need outside
the data acquisition which provides the question to
examine the information, therefore it is quite objective to
the indefinite description or processing questions. Because
this theory has not been able to contain processing
imprecise or indefinite primary data mechanism, so this
theory and the theory of probability, the fuzzy
mathematics and the evidence theory and so on other
theory which processes indefinite or imprecise questions
are complementary.

3.2 The Concepts of Rules Gaining

In this section we describe the concepts of rules gaining.
Reducing the decision tables, searching the minimal
attribute subsets and getting the succinct decision rules are
not only the basic but also the toughest problems of Rough
Set theory. The main idea of the theory of rough sets is to
find out decision making and classification rules through
knowledge reduction without changing the classification
capacity of the information system.

The basic thought that discovers the classified rule in the
decision support system based on rough set theory as
follows:

Step1: the user proposes the duty of discover. The user
takes some or many attributes as the classified policy-
making attributes in the database, according to different
values of these attributes, the data divides into the different
category in the database, the duty of discover is produces
these different determination rules.

Step2: using the algorithm based on rough set theory for
gaining classification rules.

Some definitions are given follows:
Definition1: Discernibility Matrix [8-11].A mathematician
named Skowron in Warsaw University proposes a
discernibility matrix. There is a information system

( )FVAUS ,,,= , { }nxxxU ,...,, 21= is the universe of
discourse, A is the attribute set, DCA ∪= , C is the
condition attribute, D is the policy-making attribute,
( )xa is a value with x on the attribute a , the resolution

matrix is

( )
( ) ( ) ( ) ( )

( ) ( )
( ) ( ) ( ) ( )⎪

⎩

⎪
⎨

⎧

≠=−
=
≠≠∈

=

jiji

ji

jiji

xDxDxaxa
xDxD
xDxDxaxaAa

ijc
1
0

:
φ

Definition 2: Equal Class. Regarding an attribute set
AB ⊂ in information system ( )FVAUS ,,,= , if it

satisfies ( ) ( ) ( ) ( ) }{ BayaxaUXUyxBIND ∈∀=∈= ,|, ,
then equal relates ( )BIND called dual relates that can’t
distinguish each other. ( )xB express a equal class which
object x in it.

Definition 3: CORE [9]. Opposite to attribute set D, core is
an attribute set, which is intersect of reduction belongs to
the attribute set C, records is CORE (C, D). The core is
these attributes with its group divisible number is 1 in
discernibility matrix.

Definition 4: Reduction [12]: U is the universe of
discourse, R is an equal relational race, r∈ R, ( )RIND is
the intersect ion of equal relation in R, if ( )RINDU / is
equal to { }( )rRINDU −/ , then r is may be canceled in R.
Otherwise r is not be canceled in R. If any element in p
( { }rRP −= ) is not being canceled, then called P is the
reduction of R.

Definition 5: Equal set description: if an equal set
named iE , then we descript its character by
using ( ) ( )vaEDes i == . Aa∈ , aVv∈

Definition 6: Rules gaining [13]. Assume that the division
of A in U is E , the division of 'A is Y. E Look upon as
the classification condition; Y looks upon as the
classification conclusion. We may get classified rule as
follows:

(1) If φ≠ji YE ∩ , then we get ( ) ( )jiij YDesEDesr →:

a. If iji EYE =∩ , then, the rule ijr is ascertained. Rule

confidence level is one ( 1=cf ).
b. If iji EYE ≠∩ , then, the rule ijr isn’t ascertained.

Rule confidence level is
||
||

i

ji

E
YE

cf
∩

=

(2) if φ=ji YE ∩ , there isn’t establish rule.

When the rule confidence level is one, this kind of rule can
simplify. The rule reduction is that some attributes are
deleted from condition attributes; the rule confidence level
was still one.
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3.3 Model of IT Outsourcing Service Provider
Evaluation based on Exploration Diagram and Rules
Gaining

IT outsourcing service provider evaluation results can be
divided into good, general, bad. According to the index
system by applying explore diagram, selecting evaluation
data of provider, using rough set theory to input space
dimension reduction, completing input feature extraction
work, it can achieve purpose: reduce the size of the data
processing. The more sample data, the more the rules the
higher reliability are. When the new supplier need to
evaluation, using decision rule set, it can be evaluated. The
whole procession is shown in Fig.2.

Now we describe the algorithm based on rough set for
rules gaining.

Step 1: Foundation data processing. In this step, we need
input ( )FVAUS ,,,= , then, according to given
classification method, data are standardized.

Step 2: The smallest attributes set is obtained.
The algorithm as follows:

Begin
For i=1 to n

For j=i to n
M= ( )[ ]ijc

/* ( ( )
( ) ( ) ( ) ( )

( ) ( )
( ) ( ) ( ) ( )⎪

⎩

⎪
⎨

⎧

≠=−
=
≠≠∈

=

jiji

ji

jiji

xDxDxaxa
xDxD
xDxDxaxaAa

ijc
1
0

:
φ ) */

End for
End for
P={union of single attribute in M.}
End

Step 3: Rules gaining and reducing. When attributes are
reduced, we get a new policy-making table. First, equal
sets of condition attributes and equal sets of policy
attributes are obtained. Second, according to definition six,
we can gain rules and reduce rules. At last, the same
conclusions of rules are union.

Index system by exploration
diagram

predict

Sample data

New provider data

New data standardized

Standardize data

Decision table

Reduce attribute and value

Rule set of IT service provider

output

Fig. 2: The whole procession

4444.... AnalysisAnalysisAnalysisAnalysis ofofofof ExampleExampleExampleExample

In this section, an example in IT-outsourcing service
provider selection is introduced to confirm the algorithm’s
validity. Suppose a company has ten IT-outsourcing
service providers to be evaluated, we use model in section
3 to gain the rule and predict IT-outsourcing service
providers.

Step 1: Foundation data processing. Each column of the
attribute value is divided into three grades: 3-good, 2-
general, 1-bad. The result is divided into three grades: 1-
bad, 2-general, and 3-good. Table 2 is a dimension unitize
policy-making table.

Table 2: Policy table
ID C1 C2 C3 C4 C5 C6 C7 D
1 1 2 3 2 3 1 2 1
2 1 3 1 1 2 2 2 3
3 2 3 1 1 1 1 1 2
4 1 2 3 2 3 1 1 2
5 2 3 1 1 1 1 3 3
6 3 1 1 1 3 2 2 2
7 1 3 2 2 1 1 1 2

Step 2: Obtaining the smallest attributes set. According to
definition three and step two from section 3, we use
algorithm to calculate discernibility matrix M, and obtain
the smallest attributes set P . In order to simply calculation,

IJCSI International Journal of Computer Science Issues, Vol. 10, Issue 1, No 2, January 2013 
ISSN (Print): 1694-0784 | ISSN (Online): 1694-0814 
www.IJCSI.org 239

Copyright (c) 2013 International Journal of Computer Science Issues. All Rights Reserved.



we use the computer programming to solve it. Program
interface is shown in Fig.3. We can get { }7,2,1 cccP = .
Table 3 is Policy-making table of reduction.

Fig.3: Program interface

Table 3: Policy-making table of reduction
ID C1 C2 C7 D
1 1 2 2 1
2 1 3 2 3
3 2 3 1 2
4 1 2 1 2
5 2 3 3 3
6 3 1 2 2
7 1 3 1 2

Step 3: Rules gaining and reducing. According to
definition 6 and step three from section 3, we can get the
last policy.

When 1=cf , policy rules are below:
(1) 1721 221 fccc →=∧=∧=
(2) 27217 )213(1 fcccc →=∧=∧=∨=
(3) 3712 )31(3 fccc →=∧=∨=

The first rule shows that, if one service provider’s firm
size is bad, and R&D capability is general and
performance status is general, we can deem this provider is
bad, and rule confidence level is 1. The second rule shows
that, if one service provider’s performance status is bad, or
firm size is good, and R&D capability is bad, and
performance status is general, we can deem this provider is
general, and rule confidence level is 1. The third rule
shows that, if one service provider’s firm size is bad, and
R&D capability is good, or performance status is good, w
can deem this provider is good, and rule confidence level

is 1. When the new supplier need to evaluation, using
decision rule set, it can be evaluated.

5555.... ConclusionsConclusionsConclusionsConclusions

In the paper, according to the index system by applying
explore diagram, selecting evaluation data of provider,
using rough set theory to input space dimension reduction,
completing input feature extraction work. An algorithm
based on rough set for rules gaining is introduced to
analyze and process data, minimal decision-making rules
are proposed in IT outsourcing service provider selection.
a calculation example of IT outsourcing service provider
selection is illustrated，which shows that the mentioned
evaluation method is feasible and efficient for dynamic IT
outsourcing service provider selection and prediction.

AcknowledgmentsAcknowledgmentsAcknowledgmentsAcknowledgments

The author wish to thank Science and Technology
Research Funds of Educational Ministry of Hubei
Province(Grant B20121905), under which the present
work was possible.

ReferencesReferencesReferencesReferences
[1]Lacity, M., Khan, S., Yan, A., and Willcocks, L. “A Review

of the IT Outsourcing Empirical Literature and Future
Research Directions,” Journal of Information Technology,
Vol. 25, no.4, 2010, pp. 395-433.

[2] Guofeng Tang, Bin Dan, Han Song,Xumei Zhang, "Research
on Incentive Mechanism of Application Services
Outsourcing Under Asymmetric Information", IJIPM:
International Journal of Information Processing and
Management, Vol. 3, No. 4, 2012, pp. 39 - 47.

[3] Lacity M C, Willcocks L P. “Inside Information Technology
Outsourcing: A State-of-the-Art Report ”, Oxford Institute of
Information Management, 2000

[4] Xu Xusong, Zheng Xiaojing. “Qualitative Analysis Tools:
Probe Graph, Cycle Graph and Structure Graph”, Technology
Economics, Vol. 29, no. 5, 2010, pp.1-6,

[5] Xu Xusong, Zheng Xiaojing. “Analysis Framework for
Combination of Qualitative and Quantitative”, Technology
Economics, Vol. 29, no. 4, 2010, pp.1-6.

[6] Thanh Nguyen Chi, Yamada Koichi. Document
representation and clustering with wordnet based similarity
rough set model[J]. International Journal of Computer
Science Issues, vol.8, no. 5, 2011, pp.1-8.

[7] Pawlak Z. Rough classification [J]. International Journal of
Human-Computer Stdies, vol. 51, 1999,pp.369-383.

[8] Wang Jue, Miao Duo-qian, Zhou Yu-jian. Rough set theory
and its application: a survey. Pattern Recognition and
Aritificial Intelligence, vol.9, no. 4,1996, pp.337-344.

[9] Hu X,Cercone N. Learning in relational databases: a rough
set approach. International Journal of Computational
Intelligence, vol. 11, no. 2, 1995, pp.323-338.

IJCSI International Journal of Computer Science Issues, Vol. 10, Issue 1, No 2, January 2013 
ISSN (Print): 1694-0784 | ISSN (Online): 1694-0814 
www.IJCSI.org 240

Copyright (c) 2013 International Journal of Computer Science Issues. All Rights Reserved.



[10] Miao duoqian,Wang jue.An Information Representation of
the Concepts and Operations in Rough Set Theory[J]. Journal
of software, vol. 2, no. 10, 1999, pp.113-116.

[11]Li Shi, Hong Wang, Improvement of the Intelligent
Decision-Making Model based on AHP-Fuzzy Method [J].
Proceedings of 2006 International Conference on Artificial
Intelligence, 2006, 8, pp.330-331.

[12]Liu Qing, Rough Set and Rough Reasoning[M].Beijing:
Science Press,2005, pp.40-42.

[13] Acharjya, D.P, Ezhilarasi, L. A knowledge mining model
for ranking institutions using rough computing with ordering
rules and formal concept analysis[J]. International Journal of
Computer Science Issues, vol.8, no. 2, 2011, pp.417-426.

LiLiLiLi ShiShiShiShi is a lecturer in School of Information Management of HuBei
University of Economics. Currently, she is a PhD student in
international school of Software of WuHan University. She has
authored a number of different journal and paper. Her research
interests include service science, data mining, and decision
support. She is a member of CCF.

IJCSI International Journal of Computer Science Issues, Vol. 10, Issue 1, No 2, January 2013 
ISSN (Print): 1694-0784 | ISSN (Online): 1694-0814 
www.IJCSI.org 241

Copyright (c) 2013 International Journal of Computer Science Issues. All Rights Reserved.




