An Adaptive Fractal Image Compression

Taha Mohammed Hasan1,2 and Xingqian Wu1

1 School of Computer Science and Technology, Harbin Institute of Technology
Harbin, 150001, China
2 College of Science, University of Diyala, Iraq

Abstract
In this paper an Adaptive Fractal Image Compression (AFIC) algorithm is proposed to reduce the long time of the Fractal Image Compression (FIC). AFIC worked on; minimizing the complexity and the number of matching operations by reducing both of the range and domain blocks needed in the matching process, for this purpose Zero Mean Intensity Level Fractal Image Compression based on Quadtree partitioning, Variance Factor Range Exclusion, Variance Factor Domain Selection and Domain Pool Reduction techniques is used. This in turn will affect the encoding time, compression ratio and the image quality. The results show that AFIC significantly speeds up the encoding process and achieves a higher compression ratio, with a slight diminution in the quality of the reconstructed image. In comparison with some recent methods, the proposed method spends much less encoding time, get higher compression ratio while the quality of the reconstructed images is almost the same.
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1. Introduction

Compression and decompression technology of digital image has become an important aspect in the storing and transferring of digital image in information society [1]. At present, fractal image compression has become one of the most promising encoding technology in the new generation of image compression for its novel idea, high compression ratio and resolution independence [2], [3]. The basic idea of fractal image compression technique was introduced by Barnsley et al in 1988. [4], [5]. The underlying idea was inspired from the fact that all (or almost all) of natural environment photographs generally shows self-similarity on different scales [6]. Therefore considerable amount of redundancy are implied in the images by this self-similarity property.

By the means of the Iterated Function System proposed by Barnsley, there is a contractive transformation for each image that has the fixed-point identical to the image itself. In other words, applying that transform (function) iteratively on an arbitrary starting image, the result converges to the original image. Thus, the image is encoded by the transformation [7]. The practical coding algorithm was not realized until 1992 by Jacquin [8]. His algorithm is based on the Partitioned Iteration Function System (PIFS) which can achieve a high compression ratio and good retrieved image quality by utilizing the self-similarity characteristic that founded in different parts of the images [9], [10]. One of the most important characteristics of fractal image coding is its unsymmetrical property of encoding and decoding processing [11]. At encoding process, FIC method must do a large amount of similarity computations in order to find the best-matched domain block, so it is time-consuming [12]. While decoding algorithm is relatively simple and fast. Therefore, improving the encoding speed is an interesting research topic for FIC [13]. Many encoding techniques were presented by the researchers to speed-up the fractal encoder. These techniques include classification techniques [7], [14]-[16] quad-tree technique [18]-[20], spatial correlation [21], [22], and evolutionary computation technique [13], [23], [24].

In this paper an adaptive method is proposed to: reduce the long time of the FIC, increase the compression ratio and keep the reconstructed image quality. This method worked on: 1-Reducing the complexity of matching operations by using Zero Mean Intensity Level Fractal Image Compression (ZMIL FIC) which can speed up the encoding operation and increase both of the compression ratio and the reconstructed image quality as it illustrated in our previous work [25]. 2-Minimizing the number of...
matching operations by reducing both of the range and
domain blocks needed in the matching operations, for this
purpose, an adaptive quadtree partitioning technique is
used then three techniques have been used; the first one is
called Range Exclusion (RE), which used a variance factor
to reduce the number of range blocks by excluding the
homogenous ranges from the matching process; the second
one is called Variance Domain Selection (VDS), which
searches only the domain blocks with small variance
difference to the encoded range; the third one is called
Reducing the Domain Image Size (RDIZ), it reduces the
domain pool by minimizing the Domain Image Size to
only 1/16th original image size. This in turn will affect the
encoding time, compression ratio and the image quality.
All these techniques are worked together under one
method called Adaptive Fractal Image Compression
(AFIC). The results show that AFIC significantly speeds
up the encoding process and achieves a higher
compression ratio, with a slight diminution in the quality
of the reconstructed image. At about the same PSNR, the
experimental results show that, the proposed method is
about 21.68, 8.13 and 8.49 times faster than Duh’s
classification method [16], PSO-KI method [13] and Lin’s
more compression ratio, while the penalty of retrieved
image quality only a decay of 0.66 dB.

The organization of this paper is as follows. In section 2 a
self-similarity briefly explained. Section 3 describes the
basic fractal image compression with the full search case.
In section 4, our proposed method and its techniques are
illustrated. Experimental results including encoding time,
compression ratio, and peak signal-to-noise ratio (PSNR)
are given in section 5. Section 6 presents the conclusions.

2. Self-Similarity

In mathematics, a self-similar object is exactly or
approximately similar to a part of itself (i.e. the whole has
the same shape as one or more of the parts). Many objects
in the real world, such as coastlines, are statistically self-
similar: parts of them show the same statistical properties
at many scales. Self-similarity is a typical property of
fractals. Scale invariance is an exact form of self-
similarity where at any magnification there is a smaller
piece of the object that is similar to the whole. For instance,
a side of the Koch snowflake is both symmetrical and
scale-invariant; it can be continually magnified 3x without
changing shape [26].

Natural images are not exactly self-similar, natural images
can be partially constructed from affine transformations of
small parts of themselves. Self-Similarity indicates that
small portions of the image resemble larger portions of the
same image. The search for this resemblance forms the
basis of fractal compression scheme [27]. Therefore the
image must be partitioned into blocks to find self-
similarity in other portion of the same image. This is
intrinsic of fractal encoding techniques.

Figure 1 shows some of the self–similar portions in Lena
image, there is a reflection of the hat in the mirror. The
reflected portion can be obtained using an affine
transformation of a small portion of her hat. Parts of her
shoulder are almost identical [28].

![Fig. 1 An example shows the self-similarity in Lena image.](image)

3. Basic Fractal Image Compression

The basic fractal image compression scheme (BFIC) is
based on contractive transformations and PIFS in a two-
dimensional metric space [29]. The PIFS, which is
essentially a set of contraction mappings, are determined
by analyzing the image. These mappings can exploit the
self-similarity that is commonly present in most images.
That is part A of a certain image is similar to another part
B of the image, by doing an arbitrary number of
contractive transformations that can bring A and B
together. These contractive transformations are actually
common geometrical operation such as rotation, scaling,
skewing and shifting. By applying the resulting PIFS on an
initially blank image iteratively can be completely
reconstructed an approximation to the original image at the
decoder [30]. BFIC encoder consists of the following
stages:

- Create the range pool \( R \) by partitioning the
  image of size \( m \times n \) into non-overlapped ranges
  blocks of size \( n \times n \). So the number of range
  blocks \( r \) in the range pool \( R \) will be \( (m/n) \times (m/n) \).
- Create domains blocks \( D \). It will be all the
  possible overlapped blocks of size \( 2n \times 2n \). So the
  number of the domain blocks \( d \) in the domain
  pool \( D \) will be \( \{(m-2n)/j+1\} \times \{(m-2n)/j+1\} \).

Where \( j \) is the horizontal and vertical jump step
across the domain pool. In order to execute the
similarity measure between range block and
domain block, the size of the domain block must
be first sub-sampled to be \( n \times n \) such that its size
is the same as \( r \).
Search for a best matched \(d_i\) block in \(D\) for each \(r\) block in \(R\) and find an affine transformation \(w_i\) that adjusts the intensity values in the \(d_i\) to those in the \(r\) [31].

\[
w_i \begin{bmatrix} x \\ y \\ z \end{bmatrix} = \begin{bmatrix} a_i & b_i & 0 \\ c_i & d_i & 0 \\ 0 & 0 & s_i \end{bmatrix} \begin{bmatrix} x \\ y \\ z \end{bmatrix} + \begin{bmatrix} e_i \\ f_i \\ g_i \end{bmatrix} \quad (1)
\]

So that when \(w_i\) applied to the \(d_i\) should get something that is very close to \(r_i\). The crux, then, of the encoding image is to find contractive maps \(w_i\) that minimize the distances between \(r_i\) and corresponding \(d_i\), see figure 2 [32].

Fig. 2 The transform between domain block (Di) and range block (Ri).

This shows why fractal compression is a slow technique, since each range block must be compared to all domain blocks including eighth symmetry orientations, see table 1 [33]. This operation allows the best match to be found, the best matching between domain and range blocks which is satisfy the minimum distortion error \(E(r, d)\) of Eq. (2) [28].

\[
E(r, d) = \frac{1}{n} \sum_{i=1}^{n} (s.d_i + o_r - o_r) \quad (2)
\]

In other words, we seek to minimize the quality of distortion over \(d \in D\) in Eq. (3) with respect to the parameters scale \((s)\) and offset \((o)\) in Eq. (4) and (5) respectively [34].

\[
E(R, D) = \frac{1}{n} \sum_{i=1}^{n} (s.d_i + o_r - o_r) + \frac{1}{n} \left( \sum_{i=1}^{n} d_i - \sum_{i=1}^{n} d_i \right) \quad (3)
\]

Where:

\[
S = \left[ \frac{1}{n} \left( \sum_{i=1}^{n} d_i, r_i \right) - \left( \sum_{i=1}^{n} d_i, r_i \right) \right] \quad (4)
\]

And

\[
o = \frac{1}{n} \left[ \sum_{i=1}^{n} d_i, r_i \right] - \left( \sum_{i=1}^{n} d_i, r_i \right) \quad (5)
\]

Table 1: The eight isometric transformations

<table>
<thead>
<tr>
<th>Sym.</th>
<th>Angles</th>
<th>Equations</th>
<th>Results</th>
<th>Sym. Equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>(T_0)</td>
<td>Identity</td>
<td>(x' = x, y' = y)</td>
<td>Sym(x,y) = R(x,y)</td>
<td></td>
</tr>
<tr>
<td>(T_1)</td>
<td>Rot.(+90)</td>
<td>(x' = x, y' = y)</td>
<td>Sym(x,y) = R(y,BS-x)</td>
<td></td>
</tr>
<tr>
<td>(T_2)</td>
<td>Rot.(+180)</td>
<td>(x' = -x, y' = -y)</td>
<td>Sym(x,y) = R(BS-y,BS-y)</td>
<td></td>
</tr>
<tr>
<td>(T_3)</td>
<td>Rot.(+270)</td>
<td>(x' = -y, y' = x)</td>
<td>Sym(x,y) = R(BS-y,x)</td>
<td></td>
</tr>
<tr>
<td>(T_4)</td>
<td>Ref. at x-axis</td>
<td>(x' = -x, y' = y)</td>
<td>Sym(x,y) = R(BS-x,y)</td>
<td></td>
</tr>
<tr>
<td>(T_5)</td>
<td>Ref. &amp; Rot. (90)</td>
<td>(x' = y, y' = -x)</td>
<td>Sym(x,y) = R(BS-y,x)</td>
<td></td>
</tr>
<tr>
<td>(T_6)</td>
<td>Ref. &amp; Rot. (180)</td>
<td>(x' = -x, y' = y)</td>
<td>Sym(x,y) = R(BS-x,y)</td>
<td></td>
</tr>
<tr>
<td>(T_7)</td>
<td>Ref. &amp; Rot. (270)</td>
<td>(x' = y, y' = -x)</td>
<td>Sym(x,y) = R(y,x)</td>
<td></td>
</tr>
</tbody>
</table>

In order to show the huge number of computations needed in the full search of BFIC, the following example is illustrated, if \(f\) is a 256 \(\times\) 256 image and the range block size is 4, the range pool \(R\) is composed of \((256/4) \times (256/4) = 4096\) blocks of size 4x4 and the domain pool \(D\) is composed of \((256-8+1)\times(256-8+1) = 62001\) blocks and each domain block must be test in all its 8 isometric transformation so the total number of domain blocks in the domain pool will 62001 \(\times\) 8 = 496008. Thus for each range block in the range pool, there are 496008 MSE computations must be done in order to obtain the most similar block from the domain pool. Thus, in total, there are 4096 \(\times\) 496,008 = 2,031,648,768 MSE computations needed to encode the whole image using BFIC full search compression method. So this work aimed to speed-up the BFIC by reducing the number of these computations.
The result of the FIC will be a set of transformations \((w)\); the number of these transformations is equal to the number of range blocks \((r)\) in the range pool \(R\). For each transformation to be encoded, 31 bits are needed (8 bits in each of the \(x\) and \(y\) directions to determine the position of \(D_i\), 7 bits for \(o_0\), 5 bits for \(s_i\), and 3 bits to determine a rotation and flip operation for mapping \(d_i\) to \(r_i\) i.e. the 8 isometric cases of table 1) [34].

Decoding process is considerably easier and faster than the encoding process, starting from any initial image, for each \(w_i\) it found \(d_i\) for the corresponding range \(r_i\), multiply the pixel values by \(s_i\) and add to \(o_i\) put the resulting pixel values in the position of \(r_i\) see Eq. (6) [35].

\[
\tilde{r} \approx S \tilde{d}_i + o_i \quad (6)
\]

This process will be iterated until an approximation to the fixed point (attractor) is reached. Typically, 8 iterations are sufficient [28].

### 4. Proposed Method

The proposed method AFIC aimed to develop the performance of BFIC in terms of the Encoding Time (ET), Compression Ratio (CR) and the reconstructed image quality that measured by Peak Signal to Noise Ratio (PSNR) and make a good trade off among them, for that AFIC used the following techniques:

#### 4.1 Adaptive Quadtree Partitioning Technique (AQPT)

The block size \(B\) is an essential parameter in BFIC because it is hard to find a proper domain block that can be efficiently mapped to a large range block, and this reduces the reconstructed image quality but it increases the CR and reduces the ET. On the other hand, if the range block size was small, a much better reconstructed image quality can be obtained but the CR will be decreased and the ET will be increased significantly. (It is easy to verify that the compression ratio is proportional to the value of \(B^2\)) [7]. The hieratical partitioning techniques like the quadtree are adaptive partitioning schemes that take the difficulties and the natural connections between areas into account, so the image to be partitioned will be partitioned into regions (i.e. ranges) of different size depending on the content of the image region, smaller ranges for the regions that have more details and larger ranges for regions having simple details and this will lead to a good trade off among the ET, CR and the PSNR by:

- a. Reduce the number of the ranges that have no important details and then reduce the encoding time and increase the compression ratio.

- b. Concern on the regions that have more important details and then give a good reconstructed image quality.

Unlike the quadtree partitioning technique used by Fisher [34], aiming to simplify and then speed-up the BFIC encoding stage, at the AQPT used in this work, the image partitioning will be done firstly as a separated step from the matching process [36].

At AQPT, The ranges will be created using algorithm consists of following steps:

1. Assume that the whole input image is defined as only one range block \(r_0\).

2. Compute the global mean, the global squared mean and the standard deviation \((\sigma)\) of the input image (i.e., for \(r_0\) using the following equations:

\[
\overline{M} = \frac{1}{W \times H} \sum_{y=1}^{H} \sum_{x=1}^{W} R_{i}(x, y) \quad (7)
\]

\[
\overline{M^2} = \frac{1}{W \times H} \sum_{y=1}^{H} \sum_{x=1}^{W} (R_{i}(x, y))^2 \quad (8)
\]

\[
\sigma = \sqrt{\overline{M^2} - (\overline{M})^2} \quad (9)
\]

\((\overline{M})\) and \(\sigma\) are measures of distribution of the pixel values in the image. The extended standard deviation \((\sigma_E)\) is used as a tolerance criterion. It is computed as multiples of standard deviation.

3. Select control parameters of partitioning process to decide the image block to be partitioned or not. These parameters are:

I) **Maximum Block Size** (MaxSiz): Represents the maximum allowable size of the range block which corresponds to the minimum depth of the partitioning tree.

II) **Minimum Block Size** (MinSiz): Represents the minimum allowable size of the range block which corresponds to the maximum depth of the partitioning tree.

III) **Inclusion Factor** (\(I_f\)): Represents the multiple factor, when it is multiplied by the global standard deviation \((\sigma)\), it will define the value of \(\sigma_E\). The selection of small \(I_f\) value will lead to high quality and low compression ratio of reconstructed image, and vice versa.
IV) Acceptance Ratio ($R_a$): Represents the ratio of the number of pixels whose gray values differ from the block mean by a distance farther than the expected $\sigma_E$ value. As the $R_a$ value is selected small it can get a higher quality of the reconstructed image, and vice versa.

4. A linked list has been designed to store all information about quadtree partitioning process. This linked list is defined as an array of records. Each record consists of the following fields: Position: Represents the upper left coordinates of each image block (i.e. $x$ and $y$). Size: Represents the size of each image block, Next: It is a pointer to the next range block.

Quadtree partitioning process usually starts with partitioning the image into blocks whose size is equal to the maximum block size. If any sub-block satisfies the uniformity condition then the block is accepted and stored, otherwise, the block should be partitioned into four sub-blocks. Each block should be examined by measuring its uniformity. If it does not satisfy the uniformity criterion, partitioning should be proceeded. The partitioning process is repeated until the uniformity condition is satisfied.

Two parameters are used to control uniformity function, which are the Inclusion Factor ($I_f$) that is used to adjust the extended standard deviation ($\sigma_E = I_f \sigma$) (Extended standard deviation is used as a metric for the degree of minimum allowed dispersion in the spatial distribution of the gray values). The other parameter is the Ratio ($R_o$). This factor is used as a tolerance for relative number of pixels within the block, which may differ from the mean value of the block by distance of more than $\sigma_E$ [36].

In figure 3, 256x256 Lena image is partitioned using AQPT with different partitioning parameters values. Different parameters values led to different number of range blocks and this in turn affects the CR, ET and the PSNR.

![Image](image.png)

Fig. 3: a: MaxSiz=16, MinSiz=4, If $=0.5$, $R_a=0.02$ (2455 range blocks) b: MaxSiz=8, MinSiz=4, If $=0.7$, $R_a=0.03$ (2377 range blocks) c: MaxSiz=16, MinSiz=4, If $=0.8$, $R_a=0.02$ (1987 range blocks)

4.2 Zero Mean Intensity Level FIC (ZMIL FIC)

ZMIL introduces the transforms of the full search problem using a more convenient form by adopting the mean of the range block $\bar{r}$ as parameter that has better properties than the conventional offset parameter $o$ and a new search algorithm has been developed. In fact, this idea was advocated by Oien and Lepsoy and also implicitly used by Bani-Egbal and it was applied by Tong and Pi [37]. And in this research it was used and developed by merging it with other speeding up techniques to get a hi-performance method. As illustrated in our previous work [25] ZMIL can convert the full search scheme to a one-parameter optimization problem since the optimal approximation in the decoding unit for every range block can be obtained from Eq. (10).

$$r_i = s(d_i - \bar{d}) + \bar{r} \quad \forall i \quad (10)$$

Where:

- $\bar{r}$ : represents the average (mean) for a specific range block.
- $\bar{d}$ : represents the average (mean) for the mapped domain block for this range block.

From Eq. (10), it is noticed that the fractal parameter $\bar{r}$ is used instead of the conventional $o$ parameter. So ZMIL FIC parameters will be: $\bar{r}$ (DC component of the range) which is independent of the domain block and $s$ which is related to the (AC-component) of the range block [37]. Using $\bar{r}$ as one of the affine parameters instead of the $o$ will lead to:

- Decoupling of the optimization of the two affine parameters and thus furthering speed up the search for the best matching domain block [32], [37].
- It is more efficient to quantize $\bar{r}$, especially as it has a much smaller dynamic range [0, 255], than the $o$ parameter [-255, 510] [37][40]. So, it is more cost effective (in terms of minimizing the quantization error per code).
- In the introduced transformation, $\bar{r}$ is uniformly quantized by 6 bits and $s$ is uniformly quantized by 2 bits instead of 5 and 7 bits for $s$ and $o$ in BFIC and this will lead to more CR [25].
The distortion equation used by ZMIL will be:

\[ E(R', D') = \frac{1}{n} \sum_{i=1}^{n} (sD' - R')^2 \]  \hspace{1cm} (11)

Where

\[ R' = r_i - \bar{r} \]
\[ D' = d_i - \bar{d} \]

And this means that the range-domain blocks have been adjusted to a Zero Mean Intensity Level (ZMIL) by subtracting the mean \((\bar{r}, \bar{d})\) from all the range-domain blocks. Minimizing Eq. (11) by derivative of \(E(R', D')\) with respect to \(s\) as zero, i.e.,

\[ \frac{\partial E(R', D')}{\partial s} = \frac{-2}{n} \sum (SD' - R')D' = 0 \]

\[ \sum (R'D') = S \sum D'^2 \]

\[ \therefore S = \frac{\sum R'D'}{\sum D'} \]  \hspace{1cm} (12)

In practice a significant improvement in fidelity can be obtained if the quantized \(s\) value is used in computing the error \(E(R', D')\) during encoding process, where the quantity that we actually want to minimize is the root mean square error \(\sqrt{E(R', D')}\) where \(E(R', D')\) is:

\[ E(R', D') = \frac{1}{n} \left[ s^2 \sum D'^2 + \sum R'^2 - 2s \sum R'D' \right] \]  \hspace{1cm} (13)

4.3 Reducing the Domain Image Size (RDIZ)

This technique works on minimizing the domain pool; as mentioned previously in BFIC, the encoding process is computationally intensive. A large number of sequential searches through a list of domains are carried out while trying to find a best match for a range block.

A large domain pool will increase the number of comparisons that have to be made to find the best domain block and this where most of the computing time is used [38].

To avoid doing any repeated spatial contraction of the domain blocks at the domain pool generation stage, in RDIZ the entire image is reduced to \(1/16^{th}\) of its original size at the start of the compression operations, and the domain blocks are then chosen from the reduced image with no need for further scaling. This way of creating the domain has an important point; it greatly decreases the computational process by reducing the number of domain blocks by a factor of sixteen by down sampling every 4x4 (instead 2x2) pixels in the original image (using the average method) to one pixel in the reduced domain image, see Figure 4. In this case, for the image \(f\) in our previous example and if the domain jump step is 4 (as it is used in our experimental results), the number of the domain blocks needed in the match process for each range block will be reduced to only 256 domain blocks. So, the computations needed in the encoding process will be reduced to only \((4096 \times 256 \times 8) = 8,388,608\) and this will lead to a significant reduction in the encoding time.

Also RDIZ will reduce the number of bits required to encode the original image because the number of bits needed for storing each of \(x\) and \(y\) coordinates of the best matched domains will be decreased. In our example the domain pool will be of size \((64 \times 64)\) pixels so the maximum value for each \(x\) and \(y\) coordinates will be \((60)\) by dividing it on the jump step \((60/4 = 15)\) then the encoder will need 4 bits to store each of \(x\) and \(y\) coordinates instead of 8 bits needed in the case of the full search in BFIC. Accordingly, this will lead to remarkable increase in the compression ratio.

![Fig. 4 Creating the domain pool of Lena image by down sampling the image using the average of (4x4) pixels.](image-url)
4.4 Range Exclusion (RE)

Large efforts have been undertaken to speed up the encoding process. Most of the proposed techniques attempt to accelerate the searching and are based on some kind of feature vector assigned to ranges and domains. A different route to increased speed can be chosen by less searching as opposed to faster searching [39], [38]. RE technique worked to speed-up the BFIC by reducing the number of range blocks required in matching process through excluding homogenous ranges from the search process. For that, the mean and standard variance features of all range blocks will be extracted. The mean value \( \overline{r} \) (Eq. 14) of a range \( r \) gives the measure of its average gray level; and the standard variance (\( V_r \)) (Eq. 15) value of range \( r \) defines the dispersion of its gray level from its mean. So, \( V_r \) will be used to check the range \( r \) whether is it homogenous (flat) region or not? In homogenous region the value of the \( V_r \) is about zero while it increases in the areas with more details. The flat region means that all pixels of this region have the same value or are close to each other so it can be substituted by its mean value \( \overline{r} \) [38]. Figure 5 shows an example of homogeneous and detailed regions that can be found in an image.

After the partitioning process, the homogeneity of each range will be checked before starting the matching process. During the matching process, the homogeneous ranges will be excluded. So, the matching operation will be limited to the detailed regions only and this will lead to avoid a large amount of complex calculations, which results as a fast coding process. In order to achieve a better performance, the homogeneity criterion is controlled by using different values of the \( V_r \), for that a threshold called Homogenous Permittivity (\( HP \)) is used which represents the amount of homogeneity allowed. If the variance of any range is less than or equal to the \( HP \) value, the range will be excluded from the search and matching operation and it will be encoding only by saving its mean value. So this process will speed-up the BFIC significantly and also a higher compression ratio will be achieved because each excluded range will require only 6 bits to store its quantized mean value as its fractal code instead of the 31 bits required to store its IFS code parameters in the full search of the BFIC.

\[
r = \frac{1}{X_{size} \times Y_{size}} \sum_{i=0}^{X_{size}-1} \sum_{j=0}^{Y_{size}-1} X_{ij}
\]

\[
V_r = \frac{1}{X_{size} \times Y_{size}} \sum_{i=0}^{X_{size}-1} \sum_{j=0}^{Y_{size}-1} \left(X_{ij} - \overline{r}\right)^2
\]

4.5 Variance Domain Selection (VDS)

This technique is responsible for reducing the number of domain blocks that required to be searched for each not homogenous range block. For that, there are three steps in the VDS:

1- Select only the domains blocks that have a variance \( V_d \) close to the range \( V_r \) to be searched. As we explained in section 4.4, the variance is a criterion for the level of the range details (i.e. homogenous, has simple details or complex details) so, for example, it is not reasonable to search flat domain blocks for a complex range block and vice versa. For that, a threshold called \( SD_{Th} \) is used, and only the domain blocks that satisfy the condition of the Eq. 16 will be selected to be searched in the matching process so the domain blocks needed to be searched will be reduced and then the ET will be reduced significantly.

\[
\text{if } |V_r - V_d| \leq SD_{Th}
\]  \hspace{1cm} (16)

2- Use a stopping condition for the search process based on the monitoring the minimum matching error. The most direct and easy way to reduce the search complexity is by monitoring the matching error [40]. At any matching instance, the error is checked, if it is below a pre-defined permissible level (threshold) \( TH_e \) then the registered domain block is considered as the best matched block and, then, the search across the domain blocks is stopped. And this will reduce the required long fractal coding time.

3- Additional speeding-up can be achieved by taking only the first four symmetry transform cases \((T_0, T_1, T_2 \text{ and } T_3) \) of table 1). This will reduce the number of matching operations and then the encoding time significantly. Also a more compression ratio can be achieved since there are only four symmetry cases and this will need only 2 bits instead of 3 bits to be coded but with some drawback in the reconstructed image quality so in some applications, when a high
reconstructed image quality is needed, the full 8 symmetry cases will be used.
Algorithms 1 and 2 show the steps of the AFIC encoding and decoding stages respectively.

### Algorithm 1 the AFIC encoding stage

**Input:** The original image  
**Output:** The IFS code  
**Method:**  
**Step1:** Load the image into an Orimage array  
**Step2:** Initialize all the encoding parameters i.e. $MaxSiz$, $MinSiz$, $I_f$, $R_a$, $HP$, $SDr$, $TH_E$.  
**Step3:** Partitioning the image into non-overlapped range blocks ($r_1$... $r_n$) of different size using the AQPT  
**Step4:** Generate the minimized domain image from the original image using RDIZ  
**Step5:** Build a new domain blocks ($D'_1$...$D'_m$)  
**Step6:** For each range block $r_i$ compute its mean value $r_i$ (Eq.14) and variance value $Vr_i$ (Eq.15) and check:  
\[ If Vr_i \leq HP \text{ then quantize } r_i \text{ and store it as its FIC code and move to the next range. } \]
\[ else do: \]
\[ i. \text{ Quantize } \overline{r} \]
\[ ii. \text{ Through all the } D' \text{ select only the domain blocks that satisfy the condition of Eq. 16: to be searched for the best matching } d' \text{ so: } \]
\[ if \left| Vr - Vd \right| \geq SDr \text{ leave } d' \text{ and try the next } d' \]
\[ else \text{ for all possible symmetry cases } sym \text{ do: } \]
\[ \cdot \text{ Compute } s \text{ using Eq. 12 } \]
\[ \cdot \text{ Quantize the } s; \]
\[ \cdot \text{ Compute } E (R'_f, D'_f; s); \]
\[ \cdot \text{ Compare the result } E \text{ with the minimum } E \text{ registered during the previous matching instances. If } E \text{ is smaller then put its value in minimum } E \text{ register (beside to the associated values of } sq, \text{ sym, } xd, \text{ yd). In case of the new registered minimum } E \text{ is less than the permissible level of error } TH_E \text{ then stop the search process, and output the set } (xd, \text{ yd, } sq, \overline{r}_q \text{ and } sym) \text{ as best IFS match for the tested range block else go to the next domain block.} \]

### Algorithm 2 the AFIC decoding stage

**Input:** The IFS code  
**Output:** The decoded image  
**Method:**  
**Step1:** Generate the first minimized domain image arbitrary with 1/16th of the original image size.
**Step2:** Determine the iterations number  
**Step3:** Load IFS code  
**Step4:** Dequantize the value of scale $s_i$ and range block mean $r_s$  
**Step5:** Build a new domains blocks ($D'_1$...$D'_m$)  
**Step6:** Reconstruct the range block as the following:  
\[ \text{Check the contents of the IFS code; } \]
\[ if \text{ the IFS code has the mean value only this means that the range is homogenous and it will be reconstructed from its quantized mean value only. } \]
\[ R'_s = \overline{r} \]
\[ else \text{ (IFS contains all the related code } i.e. xd, \text{ yd, } sq, \overline{r}_q \text{ and } sym) \text{ then the range will reconstructed using Eq. 10.} \]
**Step7:** Each range block is reconstructed will be located in its position in the decoded image plane.  
**Step8:** Down sample the decoded (reconstructed) image into the size of minimized domain image by averaging using RDIZ.  
**Step9:** Repeat from step 5 until the attractor state is reached (i.e., decoded image will not be changed as we processed in the iterations)

### 5. Experimental Results

The proposed method AFIC is simulated to verify its performance. The tested images are Lena, Pepper and Zelda. All the images are gray scale of size 256 x 256 pixels. The method was programmed using visual C++ and implemented on a Pentium Dual Core 3.8 GHz, Windows XP PC.

The results showed that varying values of the AFIC parameters ($MaxSiz$, $MinSiz$, $I_f$, $R_a$, $HP$, $SDr$, $TH_E$), domain jump step $j$, the number of bits allocated for the contrast scaling factor $SclBits$ and the number of bits allocated for the mean $\overline{r}$ of range block $MrBits$ lead to different performance results.

We found that a best tradeoff among the ET, CR and the reconstructed image quality (PSNR) can be achieved with the following parameters values:
\[ MaxSiz = 16 \text{ or } 8, \text{ MinSiz } = 4, \text{ } I_f = 0.1-0.9, \text{ } R_a = 0.01-0.09, \text{ } HP = 10-75, \text{ } SDr = 10-50, \text{ } TH_E = 0.4 \times \text{ range size, } j = 2 \text{ or } 4, \text{ } SclBits = 2 \text{ or } 3, \text{ } MrBits = 6. \]
Table 2 shows some of the experimental results on Lena image.

Table 2: Some of experimental results on Lena image with $ScIBits = 3$, $MrBits = 6$, $j = 4$ and different values for other parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
<th>Performance Results</th>
<th>The Reconstructed Image</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
<td>Value</td>
<td>Criterion</td>
<td>Value</td>
</tr>
<tr>
<td>MaxSiz</td>
<td>16</td>
<td>Ranges</td>
<td>2563</td>
</tr>
<tr>
<td>MinSiz</td>
<td>4</td>
<td>excluded ranges</td>
<td>587</td>
</tr>
<tr>
<td>$I_f$</td>
<td>0.5</td>
<td>ET (Sec.)</td>
<td>1.61</td>
</tr>
<tr>
<td>$R_x$</td>
<td>0.01</td>
<td></td>
<td>10.88</td>
</tr>
<tr>
<td>HP</td>
<td>35</td>
<td>CR</td>
<td>30.40</td>
</tr>
<tr>
<td>SD$_{thr}$</td>
<td>50</td>
<td></td>
<td>Test 1</td>
</tr>
<tr>
<td>Sym Cases</td>
<td>Full 8</td>
<td>PSNR</td>
<td>Test 2</td>
</tr>
<tr>
<td>MaxSiz</td>
<td>8</td>
<td>No. of Ranges</td>
<td>2753</td>
</tr>
<tr>
<td>MinSiz</td>
<td>4</td>
<td>No. of excluded ranges</td>
<td>266</td>
</tr>
<tr>
<td>$I_f$</td>
<td>0.5</td>
<td>ET (Sec.)</td>
<td>1.89</td>
</tr>
<tr>
<td>$R_x$</td>
<td>0.01</td>
<td></td>
<td>9.72</td>
</tr>
<tr>
<td>HP</td>
<td>10</td>
<td>CR</td>
<td>30.34</td>
</tr>
<tr>
<td>SD$_{thr}$</td>
<td>10</td>
<td></td>
<td>Test 3</td>
</tr>
<tr>
<td>Sym Cases</td>
<td>First 4</td>
<td>PSNR</td>
<td>30.05</td>
</tr>
<tr>
<td>MaxSiz</td>
<td>16</td>
<td>No. of Ranges</td>
<td>2563</td>
</tr>
<tr>
<td>MinSiz</td>
<td>4</td>
<td>No. of excluded ranges</td>
<td>626</td>
</tr>
<tr>
<td>$I_f$</td>
<td>0.4</td>
<td>ET (Sec.)</td>
<td>1.38</td>
</tr>
<tr>
<td>$R_x$</td>
<td>0.01</td>
<td></td>
<td>10.41</td>
</tr>
<tr>
<td>HP</td>
<td>30</td>
<td>CR</td>
<td>30.05</td>
</tr>
<tr>
<td>SD$_{thr}$</td>
<td>10</td>
<td></td>
<td>Test 4</td>
</tr>
<tr>
<td>Sym Cases</td>
<td>full 8</td>
<td>PSNR</td>
<td>28.25</td>
</tr>
</tbody>
</table>

To evaluate the proposed method, AFIC results are compared with BFIC full search method, Duh’s classification method [16], Tseng’s PSO-KI method [13], and EP-NRS method [24]. Table 3 shows the comparison results of the compared methods on Lena 256 x 256 gray scale image, where the number of classes is 55 for Duh’s method, particle population size and number of rounds are 55, 33 respectively for PSO-KI method, the value of $(\bar{\theta}, c)$ pair are $(3.2', 0.44)$ respectively for EP-NRS (for more information about these method parameters see [16], [13] and [24]). The range block size is 8x8 for all of the BFIC full search, Duh’s method, Tseng’s PSO-KI method and Yih’s EP-NRS method. The parameters values of the proposed method (AFIC) are the same of test 4 in table 2. The results are taken under the condition of about the same value of PSNR.

Table 3: Comparisons results among BFIC, Duh’s method, PSO-KI, EP-NRS and AFIC on 256x256 Lena image

<table>
<thead>
<tr>
<th>Comp. Method</th>
<th>PSNR (dB)</th>
<th>ET (s)</th>
<th>Speedup ratio</th>
<th>No. of MSE computations</th>
<th>Reduce d ratio</th>
<th>CR</th>
</tr>
</thead>
<tbody>
<tr>
<td>BFIC Full Search</td>
<td>28.91</td>
<td>770.31</td>
<td>1.0</td>
<td>475,799,552</td>
<td>1.0</td>
<td>16.13</td>
</tr>
<tr>
<td>Duh</td>
<td>28.01</td>
<td>16.26</td>
<td>47.37</td>
<td>8,650,920</td>
<td>55.0</td>
<td>16.13</td>
</tr>
<tr>
<td>PSO-KI</td>
<td>27.98</td>
<td>6.10</td>
<td>126.28</td>
<td>3,496,880</td>
<td>136.06</td>
<td>16.13</td>
</tr>
<tr>
<td>AFIC</td>
<td>28.25</td>
<td>0.75</td>
<td>1027.08</td>
<td>1,177,140</td>
<td>404.20</td>
<td>17.47</td>
</tr>
</tbody>
</table>

Comparing to the full search of BFIC; The comparisons show that:

- Duh’s method achieved; About 55 times reduction in the total number of MSE computation and about 47 speedup ratio with 0.9 dB decay in the reconstructed image quality.
- PSO-KI method achieved; About 136 times reduction in the total number of MSE computation and about 126 speedup ratio with 0.93 dB decay in the reconstructed image quality.
- EP-NRS method achieved; About 120 times reduction in the total number of MSE computation and about 121 speedup ratio with 0.9 dB decay in the reconstructed image quality.

The proposed method (AFIC) achieved; About 404 times reduction in the total number of MSE computation and about 1027 speedup ratio with only 0.66 dB decay in the image quality.
reconstructed image quality. Moreover AFIC gets a more compression ratio than others, it get 1.34 more compression ratio to become 17.47 while all other methods got only 16.13 compression ratio.

So AFIC indeed has a better performance than the compared methods since it used many techniques concerned on reducing the ET and increasing the CR at the same time (i.e. AQPT, RE and RDIZ). Also ZMIL helped to; reduce the complexity of the matching operations and then reduces the ET, increase the CR and the reconstructed image quality.

Table 4 shows some the test results on Peppers and Zelda 256x256 images.

<table>
<thead>
<tr>
<th>Parameter Value</th>
<th>Performance Results</th>
<th>The Reconstructed Image</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Criterion</td>
<td>Value</td>
</tr>
<tr>
<td>The same values of test 1 in table 2</td>
<td>R. No.</td>
<td>2284</td>
</tr>
<tr>
<td></td>
<td>E.R.</td>
<td>593</td>
</tr>
<tr>
<td></td>
<td>ET (s)</td>
<td>1.51</td>
</tr>
<tr>
<td></td>
<td>CR</td>
<td>12.49</td>
</tr>
<tr>
<td></td>
<td>PSNR</td>
<td>30.27</td>
</tr>
<tr>
<td>The same values of test 2 in table 2</td>
<td>R. No.</td>
<td>2515</td>
</tr>
<tr>
<td></td>
<td>E.R.</td>
<td>356</td>
</tr>
<tr>
<td></td>
<td>ET (s)</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td>CR</td>
<td>10.87</td>
</tr>
<tr>
<td></td>
<td>PSNR</td>
<td>30.15</td>
</tr>
<tr>
<td>The same values of test 3 in table 2</td>
<td>R. No.</td>
<td>3172</td>
</tr>
<tr>
<td></td>
<td>E.R.</td>
<td>961</td>
</tr>
<tr>
<td></td>
<td>ET (s)</td>
<td>1.62</td>
</tr>
<tr>
<td></td>
<td>CR</td>
<td>9.30</td>
</tr>
<tr>
<td></td>
<td>PSNR</td>
<td>34.65</td>
</tr>
<tr>
<td>The same values of test 4 in table 2</td>
<td>R. No.</td>
<td>1492</td>
</tr>
<tr>
<td></td>
<td>E.R.</td>
<td>434</td>
</tr>
<tr>
<td></td>
<td>ET (s)</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>CR</td>
<td>20.37</td>
</tr>
<tr>
<td></td>
<td>PSNR</td>
<td>31.13</td>
</tr>
</tbody>
</table>

6. Conclusions

In this paper, an Adaptive Fractal Image Compression AFIC is proposed, AFIC aimed to; decrease the encoding time and increase the compression ratio at the same time. Also it made to keep the reconstructed image quality as much as possible. For that, AFIC used AQPT, ZMIL, RE, RDIS and VDS techniques that illustrated in sections 4.1-4.5, all these techniques worked together to achieve the aim of AFIC and to make a good trade off among the ET, CR and the PSNR. AFIC has many control parameters, these parameters give AFIC a good flexibility to get different results, i.e. varying the parameters values led to variant results in term of CR, ET and PSNR so we can get a higher PSNR on account on ET and CR and vice versa to accomplish the requirements of different applications. The compression results show that AFIC has better performance than BFIC, Duh’s method, PSO-KI and EP-NRS, AFIC is about 21.68, 8.13 and 8.49 times faster than Duh’s method, PSO-KI and EP-NRS methods respectively also it gets 1.34 CR more than all other compared methods. In term of the reconstructed image quality also we find that in AFIC, the penalty of retrieved image quality only decays by 0.66 dB while it decays by 0.9, 0.93 and 0.9 dB in Duh’s method, PSO-KI and EP-NRS methods respectively.
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