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Abstract
Data mining has become an important technology to discover a hidden and nontrivial knowledge from large amounts of data. A major problem is to achieve this discovery process with preserving privacy of extracted data and / or knowledge. Privacy preserving data mining (PPDM) is a new area of research that studies the side effects of knowledge mining methods on individuals and organizations privacy. We present in this paper a state of the art of the PPDM in the case of association rules. We propose taxonomy of existing techniques and a classification of work realized in this context. This synthesis is followed by a discussion of certain issues and perspectives.
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1. Introduction
The advances in digital data storage devices allow to companies and organizations to store a large volume of data. Data mining field which focuses on the extraction of useful knowledge from large databases has seen considerable progress over the past two decades. Knowing that these electronic data cover all aspects of our lives (e.g. purchases with credit card, information (news), medical records, etc...), the goal remains how to ensure that data or information as sensitive will be kept away from any abuse. This question is crucial in data mining.

Privacy preserving data mining is a new area of research which treats the negative side of knowledge extraction techniques. We can classify privacy problems related to data mining application into two major categories; the first bonded to data called data hiding while the second concerns information or knowledge that data mining process may discover after analyzing the data, called knowledge hiding. Data hiding seeks to delete a private or confidential data before their revelation. On the other side, knowledge hiding is interested to eliminate confidential knowledge that can be extracted from the data. We present in this paper synthesis of some work on the PPDM in the case of association rules.

The formal framework of association rules mining algorithms is as follow: Let I = \{I₁, I₂... Iₘ\} a set of items. All X ⊆ I is called an itemset. In addition, an itemset with k elements is called a k-itemset. Let D= \{T₁, T₂...Tₙ\} be a set of transactions where each transaction Ti (i ⊆ [1 .. n]) is an itemset. The support of an itemset X ⊆ I in D, denoted supp (X), is defined as the percentage of transactions containing X in D. supp (X) = | x | / | D | (where | D | is the number of transactions in D). X is a frequent itemset if the support of X is greater than a minimum threshold predefined min_supp. An association rule is an implication the form X ⇒ Y, where X ⊆ I, Y ⊆ I and X ∩ Y = Φ. The confidence of a rule is denoted by conf (X ⇒ Y), is defined as the percentage of transactions containing X that also contain Y in D. Conf (X ⇒ Y) = | XUY | / | D |. We say that the rule X ⇒ Y holds in D if the confidence of the rule is greater than a predefined minimum threshold min_conf.

After this introduction, we discuss the main dimensions on which our synthesis is based. A classification of work in this context is detailed in Section 3. Subsequently, we...
name some evaluation criteria of proposed algorithms. We conclude with a discussion about the techniques used and the problems still open.

2. The principal dimensions in the methods of the PPDM

There are various taxonomies in the domain of privacy preserving data mining. We propose synthesis of those works [22-25-17-8] based on the following dimensions:

- Data or rule hiding.
- Centralized or distributed data.
- Privacy preserving techniques.

A synthesis linking these three dimensions is presented in Table 1

Table 1: Classification of PPDM algorithms

<table>
<thead>
<tr>
<th>Data / Rule Hiding</th>
<th>Privacy preserving techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Hiding</td>
<td>SMC</td>
</tr>
<tr>
<td></td>
<td>Distributed data</td>
</tr>
<tr>
<td></td>
<td>Data perturbation</td>
</tr>
<tr>
<td></td>
<td>Distributed and centralized data</td>
</tr>
<tr>
<td></td>
<td>Data anonymization</td>
</tr>
<tr>
<td></td>
<td>Distributed and centralized data</td>
</tr>
<tr>
<td>Rule Hiding</td>
<td>Data distortion</td>
</tr>
<tr>
<td></td>
<td>Distributed and centralized data</td>
</tr>
<tr>
<td></td>
<td>Data blocking</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Data reconstruction</td>
</tr>
</tbody>
</table>

2.1 Data or rule hiding

Data hiding consists to develop new treatment methods of the original data in order that sensitive data stays protected during and after the mining process. Other shares, rule hiding(knowledge hiding) try to hide some sensitive knowledge in order that they cannot be discovered by data mining techniques.

2.2 Data distribution

The second dimension corresponds to the distribution data. Some approaches have been developed in a centralized environment where data are all stored in one database, while others were developed in a distributed environment where data resides in different databases. The data partitioning strategy can be horizontal (different record of the same data attributes is found in different sites) or vertical (different attributes of the same data record are situated in different places).

2.3 Privacy preserving techniques

This dimension refers to the methods used to preserve privacy. It is tightly related to two dimensions mentioned above. We present in the following basic principle of the techniques most used:

- **Data perturbation** consists to falsify the sensitive data by random noise based on statistical techniques.
- **Data anonymization** is to modify the data in such a way to remove any information that could directly link data to individuals.
- **Secure Multi-party Computation SMC**, the problem of secure multiparty computation is to allow calculating any function on a set of data distributed across multiple sites. Each site has part of the data and calculation should be realized in such a way that any party can deduce in some way the data of other sites from the calculation results and from its own data.
- **Data distortion**, This technique aims at minimizing or increasing the support/confidence of certain transactions below the threshold. The process is to change the value of the itemset from '1' to '0' (Delete an itemset) or '0' to '1' (add an itemset) to hiding certain rules considered sensitive.
- **Data blocking**, in certain cases, the addition or deletion of items (distortion) can generate false data that can create side effects, as in the case of a Medical DB. Blocking approach is implemented for reducing support and confidence of sensitive rules by replacing certain items with a question mark “?”. This special value unknown brings uncertainty to the, making the thresholds min_sup and Min_Conf two uncertain intervals respectively.
- **Data reconstruction**, this technique treats the inference problem in databases. It is to recreate a new database from the knowledge (rules) extracted, after selecting the sensitive rules that should not be generated after having done the data mining process of reconstructed database.

3. Existing work

Several works were developed in the area of PPDM. They can be classified according to the dimensions shown above:
3.1 Data hiding

3.1.1 Work based on the data perturbation in the centralized case

In the works [2-11], Additive perturbation method (AP) was proposed by adding noise to the original data in order to ensure privacy. The authors challenged the use of the additive noise by showing how in some cases the noise can be effectively filtered by revealing a good approximation of the original data. Another approach, Multiplicative Perturbation (MP), is to multiply each data element by a random number that has a Gaussian distribution truncated with a small average and variance [12]. The random projection was proposed in [15] to preserve both the correlations between attributes and the Euclidean distance between data vectors by multiplying the original data with a random matrix with lower dimension [7-10].

3.1.2 Work based on the data perturbation in the distributed case

The authors in [14] use the random projection matrix as a tool to preserve the privacy of data distributed by using the lemma Johnson-Lindenstrauss. They showed that the properties related to the statistical distance of the original data are still well preserved without disclosing the original data values after the process of the perturbation. They also showed in their work that this technique can be successfully applied to the various tasks of data mining.

3.1.3 Work based on the data anonymization in the centralized case

The principle of K-anonymity approach is to hide K identities at a time so that sensitive data stays private [23]. The authors in [14] showed how a lack of diversity among the sensitive attribute values can be used to link individuals and sensitive values and they asserted that the K-anonymity does not always guarantee data privacy. To remedy to this problem, they proposed a new definition of privacy called L-diversity [1]. Another method called (α, k)-anonymization [20] is to consider the relative frequency of sensitive value in each equivalence class that must be less or equal than α.

3.1.4 Work based on the data anonymization in the distributed case

In cases where data is distributed, the methods k-anonymity and L-diversity was adapted to this context in [13-14].

3.1.5 Work based on the SMC

SMC can be used to secure the transfers of partial results in the case of distributed data mining. The authors in [6] proposed a secure method based on the FDM algorithm proposed in [4] to maintain the confidentiality of mining association rules on horizontally data distributed. The goal is to keep the efficiency of this algorithm without any site does not disclose its local itemsets, its support value or its transactions size. In [21], the authors present a new method to compute the globally frequent itemsets from data sources horizontally distributed, while preserving the privacy of participating sites. Another method based on homomorphism encryption is to make a confidential correspondence (matching) and an intersection of set confidential, for two parts with data vertically partitioned [9].

3.2 Rule hiding in centralized case

3.2.1 Work based on data distortion

The authors in [18] propose two algorithms RRA (The Round Robin Algorithm) and RA (Random Algorithm). The main idea is to eliminate the items from sensitive transactions to reduce the impact on the modified database and extract only the non-sensitive association rules. The authors in [26] propose an approach to distorted data by a matrix "sanitization matrix" to hide sensitive items. The work [27] presents two algorithms, ISL (Increase Support of LHS) and DSR (Decrease Support of RHS) to hide sensitive association rules. The ISL algorithm consists to increment the support of the sensitive rule by changing the left part, while the DSR algorithm decrements the Support by changing the right side of the rule. In order to reduce the modification rate of the original database caused by ISL and DSR, authors propose a new algorithm in [28]. The idea is to hide first rules which sensitive item (we want to hide) is in the right side then hide rules which the sensitive item is in the left side.
3.2.2 Work based on data blocking

The authors in [24] proposed three algorithms GIH, CR and CR2, the algorithm GIH hide sensitive itemset by reducing support below minimum threshold. However the algorithm CR and CR2 hides sensitive rules by reducing the confidence of the rule. The difference between the two algorithms is that the CR algorithm hides sensitive rules by replacing only the values of items equal to '0' with '?' and CR2 hides sensitive rules by replacing only the values of items equal to '1' with '?'.

3.2.3 Work-based on data reconstruction

In [19], we present an extraction algorithm based on the approach CIILM (Constrained base Inverse Lattice Mining itemset) to hide sensitive frequent itemset using the lattice for the reconstruction of the new generated database. It is on this principle that the authors used in [30] to hide sensitive rules by using the FP-tree structure for the reconstruction of the new database.

<table>
<thead>
<tr>
<th>Data Distortion</th>
<th>Data Blocking</th>
<th>Data Reconstruction</th>
</tr>
</thead>
</table>

4.2 Information loss

At the end of the process of preserving confidentiality, loss of information (knowledge) and data is an important question because that for sensitive information is hidden; the database must be modified in some cases.

4.2.1 Data loss

In the case of the insertion of false information (distortion) or through blocking of certain data values, the data loss can be measured by the following formula:

\[ \text{DISS}(D,D') = \frac{3}{2} \sum_{i=1}^{n} \left[ f_D(i) - f_D'(i) \right] \]

with \( D \): the original database, \( D' \): the modified database, \( f_D(i) \): the frequency of the item i in the original database \( D \), \( f_D'(i) \): the frequency of the item i in the modified database \( D' \).

4.2.2 Knowledge (rules) Loss

Measuring the amount lost depending on the algorithm of data mining used. In the case of association rules loss of consciousness can be defined as variations of support and the confidence of all rules. It can be evaluated according to the following metrics:

4.2.2.1 Hiding failure

Represents the percentage of rules which are not sensitive hidden successfully, it can be calculated by the following formula: \( \text{HF} = \frac{|\text{RS}(D')|}{|\text{RS}(D)|} \), such as Rs: represents the set of sensitive rules.

4.2.2.2 Lost rules ratio

Represents the percentage of non-sensitive rules wrongly hidden, it is calculated by the following formula:

\[ \text{LR} = \frac{|\text{RNS}(D)| - |\text{RNS}(D')|}{|\text{RNS}(D)|} \]

such as RNS: represents all non-sensitive rules.

4.2.2.3 Ghost rules ratio

Represents the percentage of new rules wrongly generated (ghosts), it is calculated by the following formula:

\[ \text{GR} = \frac{|\text{R} \cap R'|}{|\text{R} \cup R'|} \]

such that R and R' represent respectively the set of association rules that can be generated from D and D'.
4.3 The level of confidentiality (resistance)

The resistance of the algorithms PPDM is linked to opportunities for scaling the algorithm to different techniques of data mining. The objective is to protect sensitive information against disclosure. In this case, it is important to forget that intruders try to compromise the information using various data mining algorithms. Thus an algorithm developed PPDM against a particular technique of data mining and ensuring the preservation of confidentiality may not achieve similar protection against all possible algorithms.

5. Discussion and perspectives

Any existing algorithms are more efficient than all others on all possible criteria. Rather an algorithm may be more optimal than another on specific criteria such as complexity.

Perturbed data preserve individual privacy, but they are problematic in data mining. Two crucial questions to ask are: How to extract information from randomized data and how the results based on randomized data are comparable to results probable of the original data base.

In terms of computation efficiency, rule hiding (distortion, locking and reconstruction) are less effective than those used in data hiding. Before we hide a sensitive rule, we must first identify the corresponding itemsets by accessing the database. Some researchers found that hiding the rules is more critical than hide data because it is possible to infer confidential information from sensitive rules that are not hidden successfully.

In term of information loss, the reconstruction method has a high rate in data loss, but it allows for a minimum rate of loss rules. The problem to be able to infer sensitive knowledge is placed in the majority of approaches. Based on the work presented in this paper, the two issues (hide data or rules) are treated separately. We think it is important to develop algorithms that can treat both problems at a time.

In the era of cloud computing, privacy preserving in distributed domain should have more attention given the complexity of the problem. In effect, the majority of work is based on cryptographic technique SMC that is very costly in terms of communication cost. In addition, all these works only deal with the problem of data hiding distributed either vertically or horizontally. Practical, we may need to share data with preserving privacy of certain knowledge. This problem may be further complicated with a hybrid partitioning data (horizontal and vertical).

6. Conclusion

After maturity of many data mining algorithms such as association rules, we try in recent years to answer the question: how can search without disclosing? In this work we proposed taxonomy and a detailed description of various PPDM algorithms in order to explore issues research. The work presented shows the growing interest of researchers in the area of data security and knowledge privacy.
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