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ABSTRACT

The process of downloading web pages is known as web crawling. In this paper we validate the architecture of Migrating parallel web crawler using finite state machine. The method for Migrating Parallel Web Crawling approach will detect changes in the content and structure. Also Domain specific crawling will yield high quality pages. The crawling process will migrate to host or server with specific domain and start downloading pages within specific domain. Incremental crawling will keep the pages in local database fresh thus increasing the quality of downloaded pages. The crawling strategy makes web crawling system more effective and efficient. Test cases are generated for the validation of the architecture. The approach for generating the test cases through FSM is very reliable and efficient and does not support for the invalid test cases. Valid input strings are generated as test cases.
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1. Introduction

The Internet is a system of interconnected computer networks. World-Wide Web has created challenges for society as well as for the technology used for the Web. Use of the Web has raised important questions in the fields of censorship, privacy, and access to information. On the technological front there is needed to scale the applications to store the resulting large databases and heavy network loads. The solution to above problems lie in the disciplines of distributed systems and information retrieval. In the olden days when a user wants to find information on the Web, he either had to know the exact location of the documents or he had to navigate patiently from one hyperlink to another hyperlink in hopes of finding his desired page. As the size of the Web grew such type of navigation became impossible. Web Crawlers has made the Web easier to use for millions of people. Web Crawlers can be considered as a Web service to assist users in Web navigation. Web Crawler can also be considered as a node in the Web graph that contains links to many sites on the Web. The Migrating Parallel Crawler system consists of Central Crawler, Crawl Frontiers, and Local Database of each Crawl Frontier and Centralized Database.

It is responsibility of central crawler to receiving the URL input from the applications and forwards the URLs to the available migrating crawling process. Crawling process migrated to different machines to increase the system performance. Local database of each crawl frontier are buffers that locally collect the data. This data is transferred to the central crawler after compression and filtering which reduces the network bandwidth overhead. The central crawler has a centralized data-base which will contain the documents collected by the crawl frontiers independently.

2. Literature survey

In [13], the author demonstrated an efficient approach to the “download-first process-later” strategy of existing search engines by using mobile crawlers. In [14] author has implemented UbiCrawler, a scalable distributed and fault-tolerant web crawler. In [15] author presented the architecture of PARCAHYD which is an ongoing project aimed at designing of a Parallel Crawler based on Augmented Hypertext Documents. In [16] the author studied how an effective parallel crawler is designed.
As the size of the Web grows, it becomes imperative to parallelize a crawling process. In [17] the author proposes Mercator, which is a scalable, extensible crawler. [18] Presented Google, a prototype of a large scale search engine which makes heavy use of the structure present in hypertext. [19] Aims at designing and implementing a parallel migrating crawler in which the work of a crawler is divided amongst a number of independent. In [20] the author has reviewed the various crawling techniques. [21] is an extended model for effective migrating parallel web crawlers with domain specific and incremental crawling.

3. Issues in Migrating parallel Web Crawlers

According to [1], Web crawlers of big commercial search engines crawl up to 10 million pages per day. Assuming an average page size of 6K [2], the crawling activities of a single commercial search engine adds a daily load of 60GB to the Web. One of the first Web search engines, the World Wide Web Worm [3], was introduced in 1994 and used an index of 110,000 Web pages. The Web is expected to grow further at an exponential speed, doubling its size (in terms of number of pages) in less than a year [4]. Current Web crawlers download all these irrelevant pages because traditional crawling techniques cannot analyze the page content prior to page download [13]. The following issues are important in the study of a migrating parallel crawler interesting are Quality, Communication bandwidth and Overlap.

4. Basics of Finite-State Machine

A finite state automaton is represented as \((Q, \Sigma, \delta, q_0, F)\) where \(Q\) is finite non empty set of states, \(\Sigma\) is finite non empty set of inputs, \(\delta\) is function which maps \(Q \times \Sigma\) into \(Q\) and known as direct transition function, \(q_0\) (\(q_0 \in Q\)) is initial state and \(F\) (\(F \subseteq Q\)) is the set of one or more final states.

A grammar is required for the formation of sentences in any language which is defined as \((V_N, \Sigma, P, S)\) where \(V_N\) is a finite nonempty set whose elements are called variables, \(\Sigma\) is a finite nonempty set whose elements are called terminals and \(V_N \cap \Sigma\), \(S\) is a special variable called the start symbol and belongs to \(V_N\). In this grammar \(P\) is a finite set whose elements are \(\alpha \rightarrow \beta\), where \(\alpha\) and \(\beta\) are strings on \(V_N \cup \Sigma\). Elements of \(P\) are called production rules.

5. Validation of Migrating parallel Web Crawler using Finite state Machine

Web content is dynamic in nature [22] and 14% of the links in search engines are broken [25]. At regular interval of time it is very necessary to refresh the data base of web pages. The rate of change varies from site to site. Therefore, managing the local collection afresh becomes a challenging task. The changes that can occur in web pages can be classified into following 4 major categories [23] are Structural Changes, Content level changes, Cosmetic changes and Behavioral changes. Some mechanism [24,26], used for change detection, does use the policy of retaining cached copies of web pages which are later compared with downloaded web document to determine if there has been any change. Domain specific crawling will yield high quality pages. The crawling process will migrate to host or server with specific domain and start downloading pages within specific domain. Incremental crawling will keep the pages in local database fresh thus increasing the quality of downloaded pages [21]. In this paper the architecture of parallel migrating crawler is validated with the help of finite state machine. Then the test cases are generated to validate the architecture.

Given below is the architecture of Migrating Parallel Web Crawler in figure 1. Figure 2 is the finite state machine for the architecture of Migrating parallel Web crawler. Table 1 shows the transition table generated from the finite state machine.
Fig. 1 Architecture of Migrating Parallel Web Crawler

- **Breadth First Search**
  - Crawl Manager
  - Site Ordering Module
  - URL Collector
  - Multithreaded Downloader

- **IP Address from URLs**
  - DNS Resolver
  - Domain Selector
  - URL Dispatcher
  - URL Distributor

- **Central database**
  - Page rank of the page is obtained
  - Similar links are discarded
  - Discard the less important pages
  - Locally Collected URLs as refined URLs,
  - The local database is maintained fresh

- **To Domain Selector/Ranking Module**
  - URL Queues
  - Downloaded URLs
  - Downloaded pages

- **Scheduler**
  - The set of URLs to be downloaded based on page rank

- **Link Analyzer**
  - Update Module

- **Crawling Application**
  - Sends URLs

- **URL Collector**
  - URLs to Downloader

- **Storage**
  - The set of URLs to be downloaded based on page rank

- **Multithreaded Downloader**
  - The set of URLs to be downloaded based on page rank

- **Central database**
  - Page rank of the page is obtained
  - Similar links are discarded
  - Discard the less important pages
  - Locally Collected URLs as refined URLs,
  - The local database is maintained fresh

- **Domain Selector**
  - URL Distributor
  - URL Dispatcher
  - URL Collector
  - Multithreaded Downloader
Figure 2: Finite State Machine for the above Architecture
Table 1: Transition Table

<table>
<thead>
<tr>
<th>States/ Inputs</th>
<th>'a'</th>
<th>'b'</th>
<th>'c'</th>
<th>'d'</th>
<th>'e'</th>
<th>'f'</th>
<th>'g'</th>
<th>'h'</th>
<th>'i'</th>
<th>'j'</th>
<th>'k'</th>
<th>'l'</th>
<th>'m'</th>
<th>'n'</th>
<th>'o'</th>
<th>'p'</th>
<th>'q'</th>
<th>'r'</th>
<th>'s'</th>
<th>'t'</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q_0$</td>
<td>$q_1$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$q_1$</td>
<td>-</td>
<td>-</td>
<td>$q_3$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$q_2$</td>
<td>-</td>
<td>$q_1$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$q_3$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>$q_4$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$q_4$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>$q_5$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$q_5$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>$q_7$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$q_6$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>$q_3$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$q_7$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>$q_8$</td>
<td>$q_{10}$</td>
<td>$q_{13}$</td>
<td>-</td>
<td>$q_{14}$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$q_8$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>$q_9$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$q_9$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$q_{10}$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$q_{11}$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$q_{12}$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$q_{13}$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$q_{14}$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
The various productions and Transition functions can be induced for the above finite state machine:

\[ \delta(q_0, a) = q_1 \Rightarrow q_0 \rightarrow aq_1 \]
\[ \delta(q_1, b) = q_2 \Rightarrow q_2 \rightarrow bq_4 \]
\[ \delta(q_2, c) = q_3 \Rightarrow q_1 \rightarrow cq_3 \]
\[ \delta(q_3, d) = q_4 \Rightarrow q_2 \rightarrow dq_4 \]
\[ \delta(q_4, e) = q_5 \Rightarrow q_3 \rightarrow eq_5 \]
\[ \delta(q_5, f) = q_6 \Rightarrow q_4 \rightarrow fq_6 \]
\[ \delta(q_6, g) = q_7 \Rightarrow q_5 \rightarrow gq_7 \]
\[ \delta(q_7, h) = q_8 \Rightarrow q_6 \rightarrow hq_8 \]
\[ \delta(q_8, i) = q_9 \Rightarrow q_7 \rightarrow iq_9 \]
\[ \delta(q_9, j) = q_{10} \Rightarrow q_8 \rightarrow jq_{10} \]
\[ \delta(q_{10}, k) = q_{11} \Rightarrow q_9 \rightarrow kq_{11} \]
\[ \delta(q_{11}, l) = q_{12} \Rightarrow q_{10} \rightarrow lq_{12} \]
\[ \delta(q_{12}, m) = q_{13} \Rightarrow q_{11} \rightarrow mq_{13} \]
\[ \delta(q_{13}, n) = q_{14} \Rightarrow q_{12} \rightarrow nq_{14} \]
\[ \delta(q_{14}, o) = q_{15} \Rightarrow q_{13} \rightarrow oq_{15} \]
\[ \delta(q_{15}, p) = q_{16} \Rightarrow q_{14} \rightarrow pq_{16} \]
\[ \delta(q_{16}, q) = q_{17} \Rightarrow q_{15} \rightarrow qq_{17} \]
\[ \delta(q_{17}, r) = q_{18} \Rightarrow q_{16} \rightarrow rq_{18} \]
\[ \delta(q_{18}, s) = q_{19} \Rightarrow q_{17} \rightarrow sq_{19} \]
\[ \delta(q_{19}, t) = q_{20} \Rightarrow q_{18} \rightarrow tq_{20} \]

From the above grammar, test cases are generated with the help of grammar and it can be verified from the production rules.

**Valid Test Case 1:** Similar links are discarded
URL collector transfers the sets of URLs to link analyzer. Link Analyzer performs the link analysis where similar links are discarded. Link analyzer then transfer the unique sets of links to domain selector. For this equivalent grammar is given below:

\[ q_7 \rightarrow nq_{13} \]
\[ q_{13} \rightarrow iq_{14} \]

By replacing the non terminals on RHS of productions, the following conclusions are drawn which shows that similar links are discarded.

\[ q_7 \rightarrow nq_{14} \] -------- (1)

Derived production (1) shows that domain selector will proceeds with unique set of URLs similar links will be discarded.

**Valid Test Case 2:** Sets of URLs that are downloaded are based on page rank.
URL collector transfers the URLs to site ordering module. The page rank is calculated at the site ordering module. The pages with high page rank are transferred to the scheduler. Scheduler then transfer the set of URLs to the multi threaded downloader. For this equivalent grammar is given below:

\[ q_7 \rightarrow kq_8 \]
\[ q_{13} \rightarrow jq_{14} \]
\[ q_{14} \rightarrow tq_{10} \]

By replacing the non terminals on RHS of productions, the following conclusions are drawn which shows that set of URLs that are downloaded are based on page rank.

\[ q_7 \rightarrow kjq_{10} \] ------- (2)

Derived production (2) shows that set of URLs that are downloaded by multithread downloader are based on page rank.

**Valid Test Case 3:** The pages that are less important are discarded.
URL collector transfers the sets of URLs to link analyzer. Link Analyzer performs the link analysis where similar links are discarded. Link analyzer then transfer the unique sets of links to Ranking Module. The ranking module discards the less important links. For this equivalent grammar is given below:

\[ q_7 \rightarrow nq_{13} \]
\[ q_{13} \rightarrow iq_{14} \]
\[ q_{14} \rightarrow pq_{11} \]

By replacing the non terminals on RHS of productions, the following conclusions are drawn which shows that similar links are discarded.

\[ q_7 \rightarrow nipq_{11} \] ------- (3)

Derived production (3) shows that less important links are discarded.

**Valid Test Case 4:** Maintaining Local Database Fresh
URL collector transfers the sets of URLs to Ranking Module. Ranking module refines the locally collected URLs. Refined URLs are then transferred to update module. Update module checks for updated URLs. Only those URLs that represents then updated pages are sent to the multi threaded downloader for downloading. For this equivalent grammar is given below:

\[ q_7 \rightarrow oq_{14} \]
\[ q_{14} \rightarrow sq_{12} \]
\[ q_{12} \rightarrow rq_{10} \]

By replacing the non terminals on RHS of productions, the following conclusions are drawn...
which shows that local database is maintained fresh.
\[ q_7 \rightarrow osrq_{10} \quad \text{---(4)} \]
Derived production (4) shows that the multi threaded downloader downloads the pages that are fresh and the database is maintained fresh with the help of update module.

6. Conclusions

In this paper we validated the architecture of Migrating parallel Web crawler with the help of finite state machines. The approach for generating the test cases through FSM is very reliable and efficient and does not support for the invalid test cases. Valid input strings are generated as test cases.

The research directions in migrating parallel crawler include:
- Security could be introduced in migrating parallel crawlers
- Migrating parallel crawler could be made polite
- Location awareness could be introduced in migrating parallel crawlers

This future work will deal with the problem of quick searching and downloading the data. The data will be collected and analyzed with the help of tables and graphs.
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