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Abstract
Noise reduction is a very important task in image processing. In
this aim, many approaches and methods have been developed
and proposed in the literature. In this paper, we present a new
restoration method for noisy images by minimizing the Total
Variation (TV) under constraints using a multilayer neural
network (MLP). Indeed, the obtained Euler-Lagrange functional
is resolved by minimizing an error functional. The MLP
parameters (weights) in this case are adjusted to minimize
appropriate functional and provides optimal solution. The
proposed method can restore degraded images and preserves the
discontinuities. The effectiveness of our approach has been tested
on synthetic and real images, and compared with known
restoration methods

Keywords: Image restoration, Partial Differential Equations,
Total variation, Multilayer neural network.

1. Introduction

Image restoration is an important operation in many
processes of image analysis. Indeed, restored image can
improve the accuracy of downstream processing operations
such as segmentation. Degraded image restoration
problems are largely treated in literature in many
applications [1]-[5]. Image restoration was one of the first
problems to attract attention. It seeks to correct the
distortions that result in many degradations such reduction
of contrast, blur and random or due to noise occurring
during image formation.
Observed image modeling considering noise and blur is
generally assumed to minimize established criteria in order
to find the best original image. The main difficulty is that
the restoration methods should preserve contours of
objects and discontinuities contained in the degraded
images. This needs the introduction of variational methods
[6] or stochastic [2], which can smooth the homogeneous
regions and preserve discontinuities of image. Methods
based on partial differential equations (PDE) [8]-[10] and

anisotropic filtering techniques [11]-[13], well established,
meet these requirements and have been particularly studied
in recent years. Include also some nonlinear methods that
compute a weighted average of intensity values in a local
neighborhood [14]-[16], [9]
In recent years, a new emerging technique has grown
considerably. It helps to process information more
efficiently than conventional systems, to remove data
previously unavailable to assist in decision making, it is the
neural network. They have the specificity of learning by
themselves to extract information hidden in a mass of data,
and provide powerful models as well as to the knowledge
of a given problem. In other words, they represent a class
of powerful algorithms that are used for classification,
prediction and aggregation of data. These methods have
been successfully introduced in image processing and
computer vision. Their applications are numerous, such as
edge detection [17]-[18], [8], segmentation [18]-[19],
stereovision [20], restoration [21]-[24].
In this aim, the function mapping to be minimized into
energy of a given network is the commonly adopted
strategy. Restoration of a high quality image from a
degraded recording is a good application area of neural
nets. Zhou et al. [24] are the first who proposed the use of
the Hopfield neural network (HNN) in image restoration
and showed the instability of the original (HNN) when
applied to image restoration. They proposed an algorithm
to ensure the stability of the HNN. They also proposed the
use of simulated annealing algorithm that allows energy
increase with a probability decreasing in time so as to
converge to a better solution in stochastic sense. These two
algorithms are time-consuming because energy change has
to be checked step by step.
In [25], Paik et al. proposed a Modified Hopfield neural
network (MHNN) model for solving the restoration
problem which improves upon the algorithm proposed by
Zhou et al. in [24]. The algorithms based on the MHNN
ensure network stability without checking energy change
step by step, and two new updating schemes (one
sequential and the other parallel) are introduced. However,
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the convergence proof for the parallel scheme is based on
an almost never satisfied condition. Sun Yi, presents in
[26], [22] a Generalized Updating Rule (GUR) of the
MHNN for gray image recovery. The stability properties
of the GUR are given. It is shown that the neural threshold
set up in this GUR is necessary and sufficient for energy
decrease with probability one at each update.  In [23] the
authors present two novel image restoration algorithms
based on a modified Hopfield neural network and
variational partial differential equations (PDE). The first
algorithm is based on harmonic model and the other is
based on total variation (TV) model [3]. Both algorithms
can restore the degraded images and preserve the edges.
A novel neural network based multiscale restoration
approach was proposed in [27] and improved in [28]. The
method uses a Multilayer Perceptron (MLP) algorithm,
trained with synthetic an 8-bit gray level image of
artificially degraded co-centered circles, with 256 x 256
pixels. Recently in [29], authors provide an effective
algorithm with Cellular Neural network and Contour
matching that can be used to the inpainting digital images
or video frames with very high noise ratio.
In this paper, we present a new image restoration method
based on TV minimization proposed by Rudin et al. in [3].
In this aim, the obtained PDE of the TV model
minimization under constraints is considered as an error
function which is resolved by multilayer neural network.
This approach rely on the function approximation
capabilities of feedforward neural networks and results in
the construction of a solution written in a differentiable,
closed analytic form. In this approach, the multilayer
neural network is considered as the basis of an
approximation, whose parameters (weights) are adjusted to
minimize an appropriate error function. To train the
network we use optimization techniques, which require the
calculation of the gradient of the error to set the network
settings with respect to its parameters.
The paper is organized as follows: section 2 describes the
proposed restoration method. In Section 3 we illustrate the
method by presenting some examples of synthetic and real
image restoration. The results are compared with know
restoration methods such as Tichonov regularization [1],
minimizing the total variation of ROF [3] methods and
Multiscale Neural Network [28]. Finally, section 4 brings
the conclusion for the work.

2. Proposed image restoration method

We present firstly in this section, the formulation of the
image restoration problem by minimizing the TV model
under constraints. The problem is characterized by a PDE
functional, typically measuring some reconstruction error,
and the solution is defined as the minimization of the

considered functional. Secondly, we propose to minimize
this error function using MLP neural network approach
and finally, a general algorithm is detailed.

2.1 Restoration Problem Statement
TV regularization has been extremely successful in a wide
variety of restoration problems, and remains one of the
most active areas of research in mathematical image
processing and computer vision. By now, their scope
encompasses not only the fundamental problem of image
denoising, but also other restoration tasks such as
deblurring, blind deconvolution, and inpainting [3], [30]-
[33].

In all these approaches, a TV model is minimized in
different ways. The typical problem in image restoration
case were introduced by Rudin et al. in the pioneering
work [3] on edge pre-serving image denoising  with the
minimization of the following functional :

∫
Ω
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2
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where ∫Ω
Du represents the TV model of the image u. If

image u is regular, the equation (1) becomes
only dxu∫Ω

∇ . In [3] the authors considered that the noise

witch corrupted image is distinguished from noiseless one
by the size of total variation, which is defined
as ∫
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differentiation. Consequently, they propose to restore a
noisy and blurred image by minimizing total variation:
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Where ),(0 yxu represents the given observed image,

which is considered to be corrupted by a Gaussian noise of

variance
2 and ),( yxu denotes  the desired clean

image.
To minimize (2) Rudin et al. [3] have applied the Euler-
Lagrange equation under the two constraints (3) they
obtain the following equation:
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Where λ the Lagrange multiplier is given by:
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Over the years, the TV model [3], has been extended to
many other image restoration tasks, and has been modified
in a variety of ways to improve its performance. The
classical approach is then to use the associated Euler-
Lagrange equation to compute the solution. Fixed step
gradient descent [3], or later quasi-Newton methods [8],
[34]-[36], have been proposed [37]-[39]. Iterative methods
have proved successful [40]-[42]. Ideas from duality can
be found in [43],[45]-[46]. In [45], [47], a graph cuts
based algorithms could also be used. A combination of the
primal and dual problems has been introduced in [48].
Recently, it has been shown that Neural Network for
classification of noise followed by classification of filter is
explored in [49]. Notice that all these works use an
approximate numerical method for solving the associated
PDE with the restoration problem.

An image restoration problem can be transformed to
an optimization problem. In our assumption and from (4)
we can formulate the image restoration problem as
minimizing the following error function:
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where xu and yu are discretizations of the horizontal and

vertical derivatives. A difficulty with TV is that it has a

derivative singularity when u is locally constant. To

avoid this, some algorithms regularize TV by introducing a
small parameter 0> within the square

root. ++ 22
yx uu

We propose to minimize the error function E in equation
(6) using an MLP neural network approach. We present a
generalization of the problem and then we introduce a
weighting technique of weight for a term based on the data
fidelity.
2.2 Error Function Minimization Based MLP
Approach

The general idea of our method is to minimize an error
function, taking in to account the TV approach as
illustrated in equation (6). In this aim, we use MLP which
shown by Lagaris et al. [50], where the authors were able
to solve partial differential equations by neural networks.
To minimize equation (6), a neural network (NN) with
three layers is used, according to the MLP architecture

illustrated in Figure1. The input layer of the MLP consists
of one neuron which is the pixel to be restored. The output
layer contains one neuron correspond to the processed
pixel. Next research has been done in evaluating the
number of neurons in the hidden layer but no optimal
number has been discovered. So the hidden layer consists
of a varying number of neurons fixed by the user after
several tests, in our experimentation case we have used ten
neurons. The sigmoid function  is applied to each
neuron in the hidden layer and output neuron.

In all previous works using neural networks in the field of
restoration, the chosen network type is related to the
assumptions given by the authors in the restoration process.

In our case we take the assumption that the output of the
MLP is an image corresponding to the desired
image ),( yxu . So we provided as inputs to the

multilayer neural network the degraded image ),(0 yxu
and at the output of the network, we have:

)),,((),( wyxuNyxu o= (7)

where ),( yxu o is the noisy image represented by each

intensity of pixel (x, y) and w is the weights vector of the
MLP.

Figure 1.Multilayer neural network structure of our approach

We consider that all values of the sigmoid function are
taken between 0 and 1; we must normalize the input and
output values of the network. Indeed, each pixel of noisy
image is coded by a one byte gray-level, the input values
will be divided by 255, and the output results will be
multiplied by 255.

The value of each neuron in the hidden layer is given by:

( )1
0 ).,( kk wyxuh = (8)

where 1
kw are the weights from the input layer to the

hidden layer.
The gray level of the output of each pixel is obtained by:

IJCSI International Journal of Computer Science Issues, Vol. 11, Issue 1, No 2, January 2014 
ISSN (Print): 1694-0814 | ISSN (Online): 1694-0784 
www.IJCSI.org 108

Copyright (c) 2014 International Journal of Computer Science Issues. All Rights Reserved.








= ∑

=

n

k
kk whN

1

2255
(9)

where 2
kw are the weights from the hidden layer to the

output layer, and n is the number of the neurons in the
hidden layer.
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Once all pixels of the noisy image are presented to the

network, we get an image u aimed that satisfies the
equation (4). This image is replaced in equation (5) to

give  , and in equation (6) for calculating the error

function E provided by the network. The MLP is trained
by the backprobagation algorithm [51] until convergence is
obtained. Convergence is obtained when the fixed
iterations number is exceed or the minimum value of
error E is reached which corresponds to the convergence
error

CE . To make changes the weights, we use the

steepest gradient descent method. The adaptation of
weights is done by the following equation:

)()()1( twtwtw i
k

i
k

i
k ∆−=+  (11)

Where )1( +twi
k and )(twi

k represent respectively

the new and the last values of weights, with i=1(weights

between input layer and hidden layer) or 2 (weights

between hidden layer and output layer), nk ..,,1= and

 a learning positive constant.

The weight variation i
kw∆ is obtained by minimization of

error ),( yxE presented in equation (6) using the following

equation:
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To compute
i
kw∆ , and for the simplicity of the calculation,
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Equation (6) now became
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From these considerations, the weight variation term
i
kw∆ ,

i=1, 2 and k=1, .., n can be formulated as follow:
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All terms of the equation (16) are calculated from the value

of i
kw

u

∂
∂

, so it is necessary to provide firstly these

derivatives. Under our assumption and consideration in (7)
and as N is considered in (10), in these conditions the
derivatives can be given as follow:
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So, the derivative of the desired image with respect to the
weights from the input layer to the hidden layer is given by:
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In the same way, deriving with respect to the weights from

the hidden to the output layer is given by:

( ) ))],(([),(255 0
1

1

2'
0

1
2 yxuwwyxuw

w

u
k

n

k
kk

k

 ∑
=

=
∂
∂ (19)

From the obtained derivations
1
kw

u

∂
∂

and
2
kw

u
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we can

easily calculate 1
kw∆ and 2

kw∆
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3. General algorithm of the method

Algorithm 1: General algorithm of the proposed image Restoration

method.

4. Experimental results

In this section, we present some experimental results that
evaluate the performance of our approach. We also chose
to compare the denoising performance of our approach
with other methods using their optimal parameters:
Tichonov regularization [1], minimizing TV model of ROF
[3] and Multiscale Neural Network (MNN) [28] for
synthetic and real noisy images. For the purpose of
objectively testing the performance of image restoration
algorithm, the improvement ISNR is often used. It
represents the amount of noise removed from the degraded
image. If
best. This metric, using the restored image, is given by:
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Where ),( jif , ),(0 jiu and ),( jiu denote the original,

degraded and restored images, respectively.
We also used the Normalized Mean Square Error (NMSE)
as another measure of quality. If the value of NMSE
decreases, the restoration is better. NMSE is given by:
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The first denoising experiment is shown in Figure 2. For
this experiment, using a synthetic image, we added white
Gaussian noise with three different standard deviations (σ
= 15, 20, 25). The noisy synthetic images are in the first
column of Figure 2, and the denoised images by the
Tichonov (with: n=100, epsilon=0.01 and alpha=5), TV
model (with: n=400, dt=0.001, alpha=250 and epsilon=
0.1), multiscale neural network (MNN) methods and our
approach (hidden layer with 10 neurons) are shown in the
second, third, fourth and fifth columns, respectively.

The corresponding ISNR and NMSE values are shown in
Table 1.
Figure 3 and 4, respectively, illustrates the evolution of the
Lagrange multiplier  and the error function E
according to the iterations number. The considered noise
standard deviation is 25= .
We can see clearly that the Tikhonov method tends to blur
the image and can’t preserve details (Figure 2 second
column). In Figure 2 at the third column, the restored
image obtained by the ROF method, suppress some details
and blur is still apparent. For the MNN method we can
observe an increase in brightness and contrast for the
restored image (Figure 2 fourth column). The proposed
method gives a good visual quality with strong noise
suppression for all variations and also more details are
preserved (Figure 2 fifth column).
In Table 1, values of ISNR and NMSE shows that our
approach gives good performance compared to the other
methods. Indeed, our approach with noise standard
deviation 25= , obtains the best ISNR 13,81 in
comparison with other methods.

Input: noisy image u0 of size (n,m), MLP neural net (see
sub-section 2.2)

Output: desired clean image u
Begin

- Random initialization of network weights 1
kw and 2

kw .

- Normalization of the noisy image.
1←Itt ;

Repeat
For each pixel u0 (x,y) of u0 do

- Activation of each neuron in the hidden layer:

)( 1
0 ),( kk wuh yx←

- Calculate the neuron value in the output layer
which is the weighted sum of output neurons

values

in the hidden layer: )(),(
1

2
k

n

k
k hwyxN ∑

=

← 

End For
- calculate desired clean image Nu ←
- calculate the error function E
- calculate i

kw∆ according to the delta rule:

i
k

i
k w

E
w

∂
∂−←∆ 

- Updating the weights
i
k

i
k

i
k www ∆−← 

1+← IttItt

Until (Itt > maxitt or CEE ≤ ) /* Where CE is closer to

zero, maxitt is the maximum number of iteration */
End.
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Noisy Image Tikhonov method ROF method MNN method Our approach

Figure 2 Examples of white Gaussian noise reduction: The columns from left to right show the noisy image and the restored images by Tichonov, the total
variation, multiscale neural network and our approach. The rows from top to down are showing the experiments with different standard deviations

(σ=15, 20, and 25).

Iterations number

Figure 3 Evolution of  according to the iterations number

Iterations number

Figure 4 Evolution of E according to the iterations number

E
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Table 1. The ISNR and NMSE values of white Gaussian noise reduction.
Image σ = 15 σ = 20 σ = 25

Tikhonov
algorithm

ISNR 0.86 2.03 2.21

NMSE 0.0063 0.0085 0.0124

(ROF) approch ISNR 12.33 10.91 9.38

NMSE 0.004 0.0011 0.0024

Multiscale
Neural
Network

ISNR 11.85 12.25 12.57

NMSE 0.0005 0.0008 0.0011

MLP with 400
iterations

ISNR 14.06 13.37 13.81

NMSE 0.0003 0.0008 0.0011

We applied our approach on real known noisy images:
House, Cameraman and Lena images. The comparisons
with other methods are given in figure 5, 6 and 7 with the
optimal parameters of each method.

The three images are disturbed by a Gaussian additive
noise with zero mean and standard deviations 15= ,
restored images, obtained after 400 iterations of our
approach are presented in Figure 5f, 6f and 7f.

Figure 5 house garden image  restoration : (a) original image, (b)

Gaussian degraded image with 15= , restoration result using:
(c) Tikhonov’s algorithm, ISNR=2.52, (d) (ROF) Total Variation model,
ISNR=5.35, (e) Multiscale neural network  method, ISNR=5.79, (f) MLP

approach with 400 iteration, ISNR=7.58

a b

c d

e f

Figure 6 cameraman image restoration : (a) original image, (b) Gaussian

degraded image with 15= , restoration result using: (c) Tikhonov’s
algorithm, ISNR=1.28, (d) (ROF) Total Variation model, ISNR=3.94,

(e) Multiscale neural network  method, ISNR= 4.59, (f)  MLP approach
with 400 iteration, ISNR=6.57

The results presented show the good performance of our
algorithm, especially the preservation of discontinuities.
Moreover the geometric characteristics such as corners and
edges and originals contrast are well restored. For
purposes of comparison, the results of restoration by the
four methods chosen are summarized in Table2.

Table 2. The ISNR and the NMSE Values based on four methods
Image House Cameramen Lena

Tikhonov
algorithm

ISNR 2.52 1.28 1.26

NMSE 0.0053 0.0088 0.0130

(ROF)
approch

ISNR 5.35 3.94 5.12

NMSE 0.0028 0.0047 0.0053

Multiscale
Neural
Network

ISNR 5.79 4.59 4.79

NMSE 0.0025 0.0041 0.0058

MLP with
400
iterations

ISNR 7.58 6.57 6.79

NMSE 0.0016 0.0026 0.0036

a b

c d

e f
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a b

c d

e f

Figure 7 Lena image restoration : (a) original image, (b) Gaussian

degraded image with 15= , restoration result using: (c) Tikhonov’s
algorithm, ISNR=1.26, (d) (ROF) Total Variation model, ISNR=5.12,
(e) Multiscale neural network method, ISNR=4.79, (f) MLP approach

with 400 iterationISNR=6.79

5. Conclusions

We have presented in this paper a new image
restoration method based on TV model minimization
under constraints. Ended, we have shows that the
obtained Euler-Lagrange function can be resolved by
minimizing an error function using multi-layer neural
network (MLP) approach. The developed algorithm
improves noise reduction and preserves the original
geometric characteristics and contrasts of the image
well. The results comparison demonstrates the
performance of our approach. In future work, we will
investigate different neural network architectures
such as recurrent or cellular neural networks, and
consider different noise models.
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