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Abstract 

By incorporating the merits of the geodesic active contour (GAC) 
model and the Chan-Vese (C-V) model, an integrated level set 
model with active contours is proposed, which can 
comprehensively utilize edge information and statistic region 
information of the image. First a flexible edge detection function 
is designed, which inspired by the idea of total variation (TV) 
norm. Then a new speed function based on the statistic region 
information in and out of active contours is constructed, and 
correspondingly a new level set formulation is obtained. Finally, 
the model of this paper is proposed which is made up of distance 
regularization level set evolution (DRLSE) term, partial GAC 
model and the new level set formulation. The proposed model 
can eliminate the need of costly re-initialization procedure for 
traditional level set methods. Some experiments of synthetic, 
real-world images are used to test the validity of the proposed 
model.  
Keywords: Image Segmentation, Active Contour Model, Level 
Set Method, Edge Detection Function, Speed Function. 

1. Introduction 

Image segmentation is a fundamental and important 
problem in image processing, analysis and computer 
vision. It mainly aims to subdivide an image into a series 
of non-intersected parts and extract interesting objects. In 
recent years, active contour models [1-3] have been 
increasingly and widely used in the field of image 
segmentation. These models mainly need to initialize a 
close curve called curve of evolution and drive it evolution 
to realize image segmentation. Active contour models are 
classified as parametric active contour models [1][4] and 
geometric active models [3][5-12]. Parametric active 
contour models depend on parametric equations to 
represent evolution curves explicitly, and geometric active 
contour models represent evolution curves implicitly by 
using the level set method. As a kind of numerical 
technique for tracking the interfaces and shapes [9], the 
level set method has been applied to image segmentation 
in the last score years [2][6-8][13-16], In the level set 
method, curves or surfaces are represented as zero level set 

of a higher dimensional level set function and image 
segmentation problem can be connected to corresponding 
mathematics theories, such as partial differential equations 
(PDEs), calculus of variations [17], geometry and 
optimization and so on [18-21]. The general form [9] of 
level set formulation is defined as follows 

 





F
t

 (1) 

where Rt ),(:  is the level set function, and F  is 

called speed function. The most important advantage of 
the level set method is easy to represent contours or 
surfaces and able to handle topological changes such as 
splitting and merging in a natural way. Usually image 
segmentation models based on the level set method are 
mainly classified into two classes: edge-based models [2-
3][7-8][13][22] and region-based models [6][14][23-26]. 
Edge-based models use edge information to attract the 
active contours toward the object boundaries and stop 
there. These models are mainly used by introducing edge 
detection function comprising image gradient to stop the 
evolution contours on the boundaries of the desired objects. 
GAC model [2-3] is a classical and famous example of this 
class. This kind of models is sensitive to initial conditions 
and usually with serious boundary leakage problems. 
Region-based models aim to identify each region of 
interest by using a certain region descriptor to guide 
motion of active contours to realize image segmentation. 
Comparing with the edge-based models, region-based 
models have an explicit advantage to utilize the statistical 
region information inside and outside contours to control 
the level set evolution. The region-based models are less 
sensitive to noise and have better effectiveness on those 
images with weak edges or blurred edges. Some typical 
examples of this kind are piecewise constant models [6], 
piecewise smooth models [23-24] which are based on the 
work of Mumford and Shah [27]. In the traditional level 
set method, level set function needs re-initialization [28] 
as a numerical remedy to restore the regularity and 
maintain the stability. Re-initialization is performed by 
periodically stopping the evolution and reshaping the 
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degraded level set function as signed distance function, 
which is realized by solving the following PDE [11] 

   





1sign
t

 (2) 

where   is the level set function to be re-initialized, and 

the solution   is the new level set function, and )(sign  

is common sign function. The process of re-initialization is 
complicated and time-consuming in spite of being widely 
used. To overcome this problem, a general variational 
level set formulation [15] with a distance regularization 
term named distance regularization level set evolution 
(DRLSE) method is proposed. The distance regularization 
term is defined with a potential function which can force 
the gradient magnitude of the level set function to 
converge to those minimum points so as to maintain the 
desired shape of level set function. The DRLSE method 
introduces a double-well potential for the distance 
regularization term and completely eliminates the need for 
re-initialization and avoids the undesirable side effect 
introduced by the penalty term in [7].  
 
In the existing image segmentation models, most of them 
are based on edge information or statistical region 
information. Besides, there are some methods [29-31] 
which integrate both of them. In fact, it is difficult to find a 
fit weight to balance them, especially, which is 
irreconcilable in some cases. In this paper, an integrated 
level set model with active contours based on edge 
information and statistical region information is proposed, 
which incorporates the merits of the GAC model [2-3], the 
C-V model [6] and the DRLSE method. First a new edge 
detection function based on the idea of TV norm [32-33] is 
designed. Second a new speed function based on the 
statistical region information is constructed.  Finally, the 
model of this paper is proposed. The proposed model 
integrates edge information and statistical region 
information and the realization of numerical scheme is 
simple. Furthermore, considering the proposed model is 
PDE-based, a Gaussian function is used to filter the level 
set function [34]. 
 
The outline of this paper is organized as follows. In 
section 2, a review of the GAC model, the C-V model and 
the DRLSE method is provided. In section 3, we design a 
edge detection function, and construct a speed function 
and obtain a new level set formulation. Then the model of 
this paper is proposed. In section 4, in comparison with 
other image segmentation models [3][6][35], some 
experimental results are presented. Finally, we end this 
paper with a brief conclusion in section 5. 

2. Background 

2.1 The GAC model 

The GAC model [2-3] is derived from the development of 
the snake model [1], which based on the edge information 
of the image is defined by the following problem 

        
CL

GAC
C

dssCIgCE
0

min  (3) 

where ds is the Euclidean element of length, and )(CL  is 

the length of the closed curve C , and g  is the edge 

detection function, and I is  the original image defined by 
RI : .  In calculus of variations, a standard method 

is used to minimize (3) and accordingly the gradient flow 
equation is obtained as follows: 

  NNgg
t

C
,


   (4) 

where   and N  are represented the curvature and the 

normal of the curve C  respectively. In the level set 
method, the evolution (4) can be represented as the level 
set formulation 

 





















ggdiv
t

 (5) 

where   is the level set function embedded in the active 

contour C  and )(div  is the divergence operator. The 

numerical schemes of the level set formulation (5) are 
based on hyperbolic conservation laws [28]. The GAC 
model is sensitive to the choice of the initial contour and 
setting an inappropriate initial contour may lead to slow 
convergence and achieve an unsatisfactory result. Because 
of depending on the edge information of the image, the 
GAC model is sensitive to noise. In particular, the primal 
GAC model is fail in some special examples with hollow 
region. Generally a constant term   called balloon force 
is added to speed up the contour shrinking or expanding, 
and consequently (5) can be represented as 


































gdivg
t

 (6) 

However, the choice of   is not easy in the experiment of 
image segmentation. 

2.2 The C-V model 

As a special case of Mumford-Shah functional problem, 
the C-V model [6] proposed by Chan and Vese firstly is 
one of the most popular image segmentation models based 
on the statistic region information. It is realized by 
minimizing the following energy functional 

IJCSI International Journal of Computer Science Issues, Volume 17, Issue 1, January 2020 
ISSN (Print): 1694-0814 | ISSN (Online): 1694-0784 
www.IJCSI.org https://doi.org/10.5281/zenodo.3987094 2

2020 International Journal of Computer Science Issues



 

 

    

  






)(

2
22

)(

2
1121

,

,,,

Coutside

Cinside

dxdycyxI

dxdycyxICccCE




 

  (7) 

where 0 , 01   and 02  are fixed parameters. 

The first term of energy functional (7) is the length 
restraint term of contour C  and the combination of the 
second term and the third term is called fitting term based 
on statistic region information of inside and outside 
contour C . In the calculus of variations and the level set 

method, we first fix 1c  and 2c  and introduce Heaviside 

function H  and Dirac function   to minimize energy 
functional (7), and then we obtain the corresponding level 
set formulation 

 
 

        2
22

2
11 ,-,- cyxIcyxI

div
t
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
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







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



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




 

  (8) 
Next we use the same minimization method to fix the level 

set function , and obtain 1c  and 2c  defined as follows 
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






 (9) 

The C-V model is very effective in images with weak 
edges even without edges. In fact, it is a non-convex 
problem. In [6], Chan and Vese use a finite difference 
implicit scheme to discretize (8) and solve it by using the 
iterative method. One of the disadvantages of the C-V 
model is that it cannot achieve ideal effectiveness in multi-
objects images with different intensities. 

2.2 DRLSE 

As a general variational level set formulation, the DRLSE 
method firstly proposed in [15] is used to eliminate the re-
initialization of traditional level set methods and maintain 
a desired shape of the level set function. First we review 

the level set regularization term )(pR  defined by Li et 

al. in [15] as follows 

    dxdypRp )(  (10) 

where p  is called potential function. In calculus of 

variations, it is easy to give the gradient flow equation 

  





pddiv
t

 (11) 

where the function pd  defined by 

   
s

sp
sd p

'

  (12) 

The double-well potential function )(sp  is defined by 

   
  

 




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
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ss

ss
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
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The first derivative of )(sp  is given by 

   







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1,1
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2

1
'

ss

sssp 
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From (12) and (14), we obtain 
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Then (11) can be expressed as 
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div

div

t
 (16) 

When 1 , it is the same discussion and analysis as 

in [7]. 

3. Description of the proposed model 

3.1 Designing of the edge detection function 

Edge is one of the most important information of the 
image and edge detection is primary work in image 
segmentation and recognition [30].  To simplify, we set 
the image as 2-dimensional matrices of size NM  . 
Generally gradient information is used to design the edge 
detection function in image segmentation methods, and a 
general choice is given by 

 21
1

1

I
g


  (17) 
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where I  is the gradient module of the image I . 

 

For convenience, we analyze the discrete form of I . In 

the total variation (TV) regularization criterion [32][36], 
the energy functional is defined by 

    dxdyIITV   (18) 

where I  is a vector given by 
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In practical computation, usually, there are two kinds of 
discrete forms of the energy functional (18). Choosing the 
2-norm defines isotropic TV as follows 

       



NjMi

yx jiIjiIITV
1,1

22 ,,  (19) 

which means that TV is invariant to rotation, reflection, 
and changing of position of the image. Correspondingly, 
choosing the 1-norm defines anisotropic TV as follows 

      



NjMi

yx jiIjiIITV
1,1

,,  (20) 

Actually using the anisotropic TV is better to preserve fine 
detail of edge and texture than the isotropic TV. On the 
basis of above analysis about 1-norm and 2-norm of TV, 
we design a new edge detection function from a 
combination of them as follows 

 
  2

21
11

1

II
g





 (21) 

where 
1

I  and 
2

2
I  are 1-norm and the square of 2-

norm, respectively. Here, it is necessary to explain a bit 
that we choose the square of 2-norm for calculating easily. 
Further we obtain 

  ))()((|)||(|11

1
22 IIII

g
yxyx 




  
  (22) 
where   is a fixed parameter. In general, we set 

10   . When 1 , (22)  is equivalent to (17). In 

other words, (17) is a special case of (22). When 0 , 
(22)  can be represented by the following form 

||||1

1
2 II

g
yx 

  (23) 

To test and compare the similarity and difference of (17), 
(22) and (23), we design a simple experiment and the 
results are shown in Fig.1. In the experiment, the result of 
(17) has a higher contrast, while the result of (23) has a 
higher capability in anti-noise interference to be better 
effectiveness on edge and texture preservation. Generally, 
the combination of 1-norm and 2-norm is used to obtain 
(22) with the alteration of parameter  , which is more 
flexible than (17) and (23), respectively. To obtain good 
results in images with different characteristics, 1  is 

chosen for images with high contrast, and 0 for 
images with weak or blurred edges. 

 

Fig. 1 Comparison of edge detection functions with original image, the 

results of 1g  in (17), g  with 5.0  in (22) and 2g in (23) from 

left to right. 

3.2 Construction of the level set speed function 

In level set formulation (1), the form of speed function F  
is very critical in the evolution process of the level set. In 
practice, how to choose and construct a fit speed function 
F is one of the major issues. Considering the 
effectiveness of region-based image segmentation models 
especially the C-V model, we first give the fitting term of 
energy functional defined in [6] as 

      
)(

2
2)(

2
1 ,,

CoutCin
dxdycyxIdxdycyxI

  (24) 
The Euler-Lagrange equation of this fitting term is as 
follows 

         0,, 2
2

2
1  cyxIcyxI  (25) 

In a small region near the contour,   0 , then (25) 

can be compactly written as 

       0,2 2112  ccyxIcc  (26) 

That is, the solutions of (26) must be the solutions of (25). 
Further, (26) can be divided into two parts as follows 

  0
2

, 21 



cc

yxI  

and 

021  cc  

Therefore two of the optimal solutions of (25) are 

 
2

, 21 cc
yxI


  and 21 cc  . In fact, calculating all 

the solutions of (25) for a small region near the contour is 
very difficult in most cases, so we can choose appropriate 
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contours to let   0
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


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When   0
2

, 21 



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yxI , 021  cc , where 

0  is a constant. Considering the basis on the above 

analysis of the fitting term, we construct a new speed 
function 
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Thus (1) can be rewritten as follows 
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Using (28), with the process of updating the level set 
function, its zero level set contour keep on changing, and 

no matter where the initial contour is,  
2

, 21 cc
yxI


  

always become smaller and smaller. Meanwhile, the 

change of 21 cc   is uncertain in the beginning and 

gradually stable, and then nears a constant after some 
iterations. For the convenience, we introduce a positive 
constant   into (28), and then a new level set formulation 

is proposed as follows 
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where 1c  and 2c  are given by (9). To illustrate the 

effectiveness of the level set formulation (29), we apply it 
to some synthetic and real-world images in Fig. 2. The 
initial contours and the results of 80 iterations with 1  

are showed in the first column and the second column, 
respectively. The changing curves of maximum absolute 
value of the speed function F  with the increasing 
iterations are showed in the third column. The curves 
illustrate that the maximum absolute value of the speed 
function gradually tends to zero with updating the level set 
function, which means that the evolution speed of the level 
set is more and more slow until convergence. 
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Fig. 2 Results and curves. The first column: initial contours. The second 

column: results of  (29) with 1  in 80 iterations. The third column: 

changing curves of maximum absolute value of speed function  

( |)max(| F )  in (27) with the increasing iterations. 

3.3 The proposed model and implementation 

On the basis of the introduction and discussion of the 
DRLSE method, the designing of the edge detection 
function and the construction of the level set speed 
function, in order to make full use of edge information and 
region information of image and inherit the advantages of 
the GAC model and the C-V model, we propose an 
integrated level set model with active contours as follows 

   





















Fgdivddiv
t p

  (30) 

where  pd  is given by (15), and g  is the new edge 

detection function designed by (22), and F  is defined by  
(27), and  ,  ,   are nonnegative parameters. 

 
The proposed model applies the form of integration [30] to 
achieve synthesis of the DRLSE method, partial GAC 
model and the new level set formulation in (29). The first 
term is the introduction of the DRLSE method to eliminate 
the re-initialization and maintain a desired shape of the 
level set function. In some extent, it can satisfy stability 
and accuracy requirement to use relatively large time step 
in finite difference scheme. The second term is derived 
from partial GAC model which contains the new edge 
detection function in (22) to improve the flexibility in 
image with different kinds of edges and textures. From the 
point of another respect, we can find that the second term 
is similar to weighted mean curvature motion equation and 
the weight function is the edge detection function given in 
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(22). The third term is given by (29) which contains 
statistic region information in and out of active contours. 
 
In application of the proposed model, the parameters  , 

 and   are very important for performance. The 

parameter   is used to control the weight of 

regularization level, and in most cases it should be small 
as discussed in [15]. The parameter   is used to control 
the weight of the proposed model relying on edge 
information and similarly the parameter   is used to 

control the weight of the proposed model relying on 
statistic region information. The ratio between   and   

is very critical. Fixing   and choosing a large   signify 

that the weight of relying on the edge information is large. 
Correspondingly, fixing   and choosing a large   

signify that the weight of relying on the statistic region 
information is large. For noise free images with clear 
boundaries, choosing a large   and a small   is suitable 

to accelerate the iterative convergence rate greatly. While 
for those images with noise and weak or blurred 
boundaries choosing a small   and a large   is 

appropriate to avoid edge leakage and over-segmentation. 
 
Generally, there are three kinds of discrete numerical 
schemes for solving the proposed model, which are 
forward difference, backward difference and center 
difference. In this paper, we use the simple explicit finite 
forward difference method to discretize (30). Usually, we 
set t  as time step and h  as space step, and then 

 ji
n

ji yxtn ,,,  , where    jhihyx ji ,,  . In the 

experiments of digital images, we often choose 1h  in 
order to calculate conveniently. Then the discrete form of 
the proposed model is given by 

 k
ji

k
ji

k
ji L

t ,
,

1
, -









 (31) 

where the forward difference is used to approximate the 

left part 
t


 and )( ,

k
jiL   is the approximation of the 

right part in (30). Based on the introduction of the DRLSE 
method [15], a simple initialization form of the level set 
function is used in the proposed model as follows 

   
 








0

0
0 ,,

,,
,

yxc

yxc
yx  (32) 

where 0c  is a constant, and 0  is the domain of 

image inside of the contour C  and   is the domain of 
the image. Besides, we can also choose a traditional 
initialization form defined by a sign distance function 

      ryyxxyx  2
0

2
00 ,  (33) 

where 0r  is a constant. 
 
with updating the level set function, the level set may 
become less and less smooth, so a Gaussian filter is 
introduced to smooth it [35][37], which is desirable and 
meaningful for PDE-based level set models. Then we give 
the principal steps of algorithm on the basis of the 
proposed model in the following 
1. Initial parameters:  ,  ,  ,  ,  . 

2. Compute edge detection function g  by (22). 

3. Initialization level set function: 1n , 0
1   . 

4. Compute  nc 1  and  nc 2  by (9). 

5. Update level set function 1n  by solving (30). 

6. Gaussian filter:  Gnn   11 , where G  is a 

Gaussian function. 
7. Check whether the solution is stationary. If not, 

1 nn  and go to step 4. 

Remark 1. In step 6, we use a Gaussian filter G  with 

standard deviation   to smooth the level set function. 
The parameter   is important and should be chosen 
appropriately and usually it ranges from 0.8 to 1.5. 

4. Experimental results and analysis 

The experiments of the proposed model mainly involve a 
variety of synthetic and real-world images. All the 
experiments are implemented in Matlab 7.0 and the 
experimental device is Inter Pentium(R) CPU 3.00 GHz 
with 1 GB of RAM. The partial basic initial parameters are 
set as 04.0 , 5.1  and 5K , where K  is 

width of the Gaussian kernel mask in the step 6 of our 
algorithm. In the following experiments, we set the time 
step as 5.0t . In order to show the validity of the 
proposed model, we compare it with the GAC model and 
the C-V model, and the method in [35]. 
 
In Fig. 3, the GAC model and the proposed model are 
compared to segmenting the image with a little noise and 
weak and blurred boundaries. The initial level set function 
is set as a signed distance function  

      354242, 22
0  yxyx . The left 

image is the initial contour and the middle image is the 
result of the GAC model in which we do re-initialization 
every 10 iterations. The result of the GAC model shows 
that the performance is not perfect with over-segmentation 
and false detection in some region. The proposed model 
detects the boundaries accurately in the right image. The 
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results of comparison shows the proposed model is less 
sensitive to noise and has a better performance on those 
images with weak boundaries. The proposed model takes 
only 0.55 s in 10 iterations while the GAC model takes 
115.5 s in 2000 iterations. 

 

Fig. 3 Results for a noisy image with weak and blurred boundaries. The 
left image is the initial contour. The middle image is the result of the 

GAC model where 5.0 . The right image is the result of the 

proposed model where 1 , 1 and 10 . 

 
In Fig. 4, we compare the effectiveness of the C-V model 
with the proposed model. The first column is two different 
kinds of initial contours. The second column is the results 
of the C-V model which cannot detect all the objects for it 
relying on the initialization of contours. The third column 
is the results of the proposed model which detects all the 
three objects completely. The results of comparison show 
that the proposed model has global segmentation property 
without relying on the initialization of the contour. 

   

   

Fig. 4 Results of comparing the C-V model with the proposed model. The 
first column: initial contours. The second column: results of the C-V 

model where 
22551.0  , 121   . The third column: 

results of the proposed model where 1 , 1 , 10 . 

 
In Fig. 5, we compare the proposed model with the C-V 
model on the images with intensive noise or blurred 
boundaries. The size of images are 99101  pixels and 

108105  pixels respectively. The first column is initial 
contours. The second column and the third column are the 
results of the C-V model and the proposed model, 
respectively. The C-V model takes 4.75 s in the first row 
and 8.5 s in the second row and correspondingly the 
proposed model takes 2.65 s and 2.57 s. From the results 
of comparison we can see that all the objects are detected 
accurately, which show that the proposed model is robust 

and have a similar performance as the C-V model for these 
images with intensive noise or blurred boundaries. 

 

 

Fig. 5 Comparison of the C-V model and the proposed model for images 
with intensive noise in the first row and blurred boundaries in the second 
row. The first column is initial contours. The second column and the third 
column are the results of the C-V model and the proposed model. The 

parameters of the C-V model are 
22551.0  , 121    

in the first row and 
225501.0  , 121    in the 

second row. The parameters of the proposed model are 1 , 1 , 

10 . 

 
In Fig. 6, we show the similarities and differences by 
setting different values of the parameters   in (22) in 
texture image segmentation. The first column is initial 
contours. The second column is the results of the proposed 
model in which we set the parameter 1 , where partial 
boundaries are missed. Correspondingly in the third 
column we set the parameter 0  and most boundaries 
are detected. From the comparison we can see that the 
results in the third column are a little better than the results 
in the second column. The results show that when 0  
the performance of the proposed model is better than 

1  on the edge detection of texture images. 

 

 

Fig. 6 Comparison of the proposed model with different parameter setting 
in   the edge detection function. The first column: initial contours. The 

second column: results with 1 . The third column: results with 

0 . The parameters of the first row: 1 , 2 . The 

parameters of the second row: 1 , 10 . 
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In Fig. 7, we apply the proposed model in magnetic 
resonance images in the first row and the second row and 
an ultrasound image in the third row. The first column is 
initial contours. The second column is the results of 10 
iterations and the third column is the final results in which 
almost all boundaries are detected clearly. 

 

 

 

Fig. 7 Results of the proposed model with 5.0 , 1 , 

5 . The first column: initial contours. The second column: results 

of 10 iterations. The third column: final results. 

 
A new formulation and level set method named selective 
binary and Gaussian filtering regularized level set 
(SBGFRLS) method is proposed in [35], which utilizes the 
statistic region information and obtains a signed pressure 
force function for driving the level set evolution. The level 
set formulation of the SBGFRLS method is given by 

   





xIspf
t

 (34) 

where ))(( xIspf  is called signed pressure force function, 

and 0  is a constant. However, comparing with the 
SBGFRLS method, the proposed model is more general. 
In the experiments of Fig. 8, we compare the SBGFRLS 
method with the proposed model in a natural image and 
two medical images. The first row is a natural image. The 
second row is a magnetic resonance image and the third 
row is an ultrasound image. From the comparison results 
we can see that the proposed model can obtain similar 
performance as the SBGFRLS method. In Fig. 9, we use 
the SBGFRLS method and the proposed model in 
synthetical images with which the background intensity is 
higher than the objects. As the experiments in Fig. 8, we 
obtain similar results, especially that the proposed model 
performs better in edge detection than the SBGFRLS 
method. 

 

 

 

Fig. 8 Comparison of the SBGFRLS method in [35] and the proposed 
model. The first column: initial contours. The second column: results of 
the SBGFRLS method. The third column: results of the proposed model. 

The parameter of the SBGFRLS method is 20  in the first row 

and the second row, and 5.2  in the third row. The parameters of 

the proposed model are 5.0 , 1 , 10  in the first row 

and the second row, and 5.0 , 1 , 5.2  in the third 

row. 

 

 
Fig. 9 Comparison of the SBGFRLS method and the proposed model. 
The first column: initial contours. The second column: results of the 

SBGFRLS method with 10 . The third column: results of the 

proposed model with 0 , 1 , 10 . 

 
Finally, we test the proposed model in the image with 
different kinds of intensive noise and the results are 
showed in Fig. 10. The first column is the initial contour 
of the original image and the corresponding result. The 
second column is the initial contour of the image with 
intensive Gaussian noise and the corresponding result. The 
mean and the variance of Gaussian noise are 0.1 and 0.01, 
respectively. The third column is the initial contour of the 
image with strong Salt and Pepper noise and the 
corresponding result. The density of Salt and Pepper is 0.1. 
Unlike the experiments before, we set the time step   

2.0t . The similar results of the second row illustrate 
that the proposed model is less sensitive to noise. 
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Fig. 10 The first row is the initial contours and the second row is the 

results of the proposed model with 0 , 1 , 5 . 

5. Conclusions 

This paper has proposed an integrated level set model with 
active contours for image segmentation. The proposed 
model mainly includes three parts: the DRLSE term, the 
partial GAC model depended on the edge information and 
the new level set formulation based on the statistic region 
information of the image. The cores of this paper are 
designing the edge detection function based on the idea of 
TV norm, the construction of the speed function of the 
level set formulation and the presentation of the proposed 
model. Besides, the proposed model introduced the 
DRLSE method for eliminating the re-initialization of 
traditional level set methods and obtains the numerical 
stability and accuracy of calculation. Furthermore, we 
employed the Gaussian filter to smooth the level set 
function. Experimental results show the effectiveness and 
application of the proposed model.  
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