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           High-performance computing has created a new approach 
to science. Modeling is now a viable and respected alternative to 
the more traditional experiential and theoretical approaches. 
High performance is a key issue in data mining or in image 
rendering. Traditional high performance clusters have proved 
their worth in a variety of uses from predicting the weather to 
industrial design, from molecular dynamics to astronomical 
modeling. A multicomputer configuration, or cluster, is a group 
of computers that work together. A cluster has three basic 
elements—a collection of individual computers, a network 
connecting those computers, and software that enables a 
computer to share work among the other computers via the 
network. Clusters are also playing a greater role in business. 
Advances in clustering technology have led to high-availability 
and load-balancing clusters. Clustering is now used for mission-
critical applications such as web and FTP servers. For permanent 
clusters there are, for lack of a better name, cluster kits

         Traditional high-performance clusters have proved 
their worth in a variety of uses—from predicting the 
weather to industrial design, from molecular dynamics to 
astronomical modeling. High-performance computing 
(HPC) has created a new approach to science—modeling 
is now a viable and respected alternative to the more 
traditional experiential and theoretical approaches. High 
performance is a key issue in data mining or in image 
rendering. Advances in clustering technology have led to 
high-availability and load-balancing clusters. Develop the 
algorithms for the Sorting that are faster and more accurate 
than they were ever before. The problem with the huge 
data sorting is that it takes a lot of time and as a result a 
large amount of money is required. This huge money is 
just wasted in the sorting of data and not in any useful 
work so, it is highly required that this time be as less as 
possible. So we came up with the some new methods to 
lower that Complexity. The approach we followed was 
High Performance Computing.  

, software 
packages that automate the installation process. A cluster kit 
provides all the software you are likely to need in a single 
distribution. Cluster kits tend to be very complete. For example, 
the OSCAR distribution. Open Source Cluster Application 
Resources is a software package that is designed to simplify 
cluster installation. A collection of open source cluster software, 
OSCAR includes everything that you are likely to need for a 
dedicated, high-performance cluster. OSCAR takes you 
completely through the installation of your cluster. In this Paper 
with the help of Open Source Cluster Application Resource 
(OSCAR) cluster kit, attempt to setup a high performance 
computational cluster with special concern to applications like 
Integration and Sorting. The ease use of cluster is possible 
globally and transparently managing cluster resources. Cluster 
computing approach nowadays is an ordinary configuration 
found in many organizations to target requirements of high 
performance computing. 
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1. Introduction 

         Computing speed isn't just a convenience. Faster 
computers allow us to solve larger problems, and to find 
solutions more quickly, with greater accuracy, and at a 
lower cost. All this adds up to a competitive advantage. In 
the sciences, this may mean the difference between being 
the first to publish and not publishing. In industry, it may 
determine who's first to the patent office. 
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2. Background  

The field of High Performance Computing is the most 
popular for getting faster results for any application. The 
applications designed using High Performance Computing 
concepts are Numerical Integration, Quick Sorting. 
Application for Numerical Integration is designed for 
calculating the integration of function cos(x) under the 
limits 0 to pi/2. Such integration application can be easily 
executed over several nodes simultaneously so as to reduce 
the work load on single computer for calculating the 
integration of function completely. 

2.1 The main Applications we took up as the  
Research were: 

• Numerical Integration of function cos(x) for 
limits 0, pi/2 

• Quick Sorting  

The strength and weakness of each algorithm and 
methodology is to be analyzed and then new 
methodologies and algorithms are to suggested for doing 
the above stated work. This methodology could be 
evaluated in certain measures like: 

• Sorting any amount of Data 
• Complexity be as less as possible 
• Fast in response and output 
• Reliable 

 
The basic unit of a cluster is a single computer, also called 
a “node”. Clusters can grow in size - they “scale” - by 
adding more machines. The power of the cluster as a whole 
will be based on the speed of individual computers and 
their connection speeds are. In addition, the operating 
system of the cluster must make the best use of the 
available hardware in response to changing conditions. 
This becomes more of a challenge if the cluster is 
composed of different hardware types (a “heterogeneous” 
cluster), if the configuration of the cluster changes 
unpredictably (machines joining and leaving the cluster), 
and the loads cannot be predicted ahead of time. 
         High performance is a key issue in data mining or in 
image rendering. Advances in clustering technology have 
led to high-availability and load-balancing clusters. 
OSCAR is a package of RPM’s, Perl-scripts, libraries, 
tools, and whatever else is needed to build and use a 
modest-sized Linux cluster. OSCAR is an Open Source 
project. Every component within OSCAR is available 
under one of the well known Open-Source licenses (e.g. 
GPL). The goal of OSCAR is making clusters easy to 
build, easy to maintain and easy to use. In other words,  
 
 

 
OSCAR contains the resources need to apply cluster 
computing to High Performance Computing problems. 

3. Implementation and Applications 

         The numerical Integration algorithm can divide a big 
problem of integration into several smaller problems of 
integration. For decomposing the problem, the area under 
the curve of the function has to be divided into rectangles. 
These smaller segments of problem can be distributed over 
the cluster (i.e. the nodes) so that they can be executed 
simultaneously and hence result can be produced in a 
shorter time than computing the whole problem on a single 
machine. Using the concept of Message Passing Interface, 
we can also select the number of processes in which we 
want our problem to be decomposed and executed. On 
increasing the number of processes, the result can be 
generated by the processors more accurately. 

         Another application which can be designed using 
MPI libraries is Quick sort algorithm in which sorting of 
the numbers can be done using the Divide and Conquer 
Rule. In Quick sort, the array of numbers is divided into 
partitions according to the position of the pivot element. 
The elements lesser than pivot come before it and elements 
greater than pivot comes after it. Thus the partitions can be 
distributed over cluster and this quick sort mechanism can 
be called recursively so as to sort the partitions. Using 
HPC, these problems can be executed in a shorter time and 
more accurately. 

         The major difficulty in parallel programming is 
subdividing problems so that different parts can be 
executed simultaneously on different machines. MPI is use 
to determine how a problem can be broken into pieces so 
that it can run on different machines. 

         With most parallelizable problems, programs running 
on multiple computers do the bulk of the work and then 
communicate their individual results to a single computer 
that collects these intermediate results, combines them, and 
report the final results. As the program executes on each 
machine, it will first determine which computer it is 
running on and, based on that information, tackle the 
appropriate part of the original problem. When the 
computation is complete, one machine will act as a 
receiver and all the other machines will send their results 
to it. For this approach to work, each executing program or 
process must be able to differentiate itself from other 
processes.  
         To calculate the area under a curve, we use numerical 
integration method. This problem can be solve by parallel 
calculations because it can be easily decomposed into parts 
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that can be shared among the computers in a cluster. The 
numerical integration method used in this problem is data 
decomposition. Each process has a different set of bounds, 
so the area that each calculated is different but the 
procedure is the same. 

         To multiply two m*n matrices, we use decomposing 
the problem. It is essential to realize that there are a 
number of trade offs that must be balanced when dividing a 
problem. The idea is to break the algorithm into pieces of 
code or tasks based on the data required by that task. The 
best solution usually lies somewhere between maximizing 
concurrency and minimizing communication. 

3. Results and Discussions 

         The process of parallel algorithm design can be 
broken into several steps. First, we must identify the 
portions of the code that can, at least potentially, be 
executed safely in parallel. Next, we must devise a plan for 
mapping those parallel portions into individual processes 
or onto individual processors. After that, we need to 
address the distribution of data as well as the collection 
and consolidation of results. OSCAR is designed with 
high-performance computing in mind. Basically, it is 
designed to be used with an asymmetric cluster. Generally 
decomposition strategies fall into two different categories- 
data decomposition or data partitioning, and control 
decomposition or task partitioning. With data 
decomposition, the data is broken into individual chunks 
and distributed among processes that are essentially 
similar. With control decomposition, the problem is 
divided in such a way that each process is doing a different 
calculation.       

        Fig. 1  Result on Node 1. 

        Fig. 1  Result on Node 2. 

4. Conclusions 

The basic objective of this paper is to setup a high 
performance computational cluster with special concern to 
applications like Integration and Sorting. By using a 
cluster kit such as OSCAR, the setting up a high 
performance cluster, could be performed and with the help 
of message passing libraries like LAM/MPI, the designing 
numerical integration and quick sort applications, is 
achieved. Finally, by designing test cases and checking the 
performance on two client nodes. A High Performance 
computational cluster using Open Source Cluster 
Application Resource Programming has achieved with 
better CPU utilization. 

5. Future Work 

         Future work includes the formal analysis of existing 
code for automated conversion to a parallel version for 
cluster implementation. The research presented here is a 
work-in-progress. Our goal continues to be to meet the 
needs of performance tuning using high performance 
cluster programming with better CPU utilization. 
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