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Abstract 
Network-on-Chip (NoC) is a paradigm proposed to satisfy the 
communication demands of future Systems-on-Chip (SoC).  The 
main components of an NoC are the network adapters, routing 
nodes, and network interconnect links.  Reducing area and power 
consumption has higher priority in the case of on-chip networks 
compared to conventional off-chip networks.  This paper 
presents an area efficient design for the routing node component 
of an NoC.  T he area efficiency is obtained by applying the 
concept of a pipelined design as well as the use of custom IP 
(intellectual property) cores. 
Keywords: Network-on-Chip (NoC), router, crossbar switch, 
virtual output queuing, ASIC (application specific integrated 
circuit) implementation. 

1. Introduction 

The current trend in technology has allowed an ever 
increasing number of circuits to be placed on a wafer of 
silicon.  This has lead to the emergence of complex 
Systems-on-Chip (SoC) where entire systems consisting of 
analog as well as digital components are being 
implemented on a single chip.  Traditionally, shared busses 
were used for communication between the different 
components in an SoC [1].  In a shared bus architecture, a 
common communication link is shared between 
components is a time-division fashion, resulting in a 
communication latency that increases with the number of 
components sharing the bus. 
 
A switched interconnect providing more than one parallel 
point to point link is a more efficient option offering higher 
performance [2].  A  natural progression of the switched 
interconnect is to employ a network design based on a 
number of small switching components inside an SoC [3].  
Packet switching can be used in SoCs with an arbitrarily 
large number of components (resources) [4].  ASIC [5] and 

FPGA [6] implementations of packet switched networks-
on-chip have been demonstrated to be viable solutions for 
the SoC interconnect problem.  H ence, as stated in [7], 
packet switched NoCs are the clear solution to the problem 
of complex SoC interconnect design. 
 
The key research problems in the design of NoCs include, 
but are not limited to topology, channel width, buffer size, 
floorplan, routing, switching, scheduling, and IP mapping 
[8].  T he components of the NoC include the network 
adapter, the routing node, and the network links [9].  The 
routing node in turn consists of four major components:  
the input ports, the scheduler, the crossbar switch, and the 
output ports. 

2. Implementation 

A block diagram of the routing node is given in figure 1.  
The input block accepts incoming packets and stores them 
in virtual output queues [10], implemented as linked lists 
in hardware.  The scheduler processes these packet queues 
to determine a suitable match between input blocks and 
output blocks over the crossbar switch.  T he algorithm 
used by the scheduler is a modified round robin arbitration 
algorithm, which is a maximal size matching algorithm that 
provides good throughput under uniform traffic [11].  The 
crossbar switch is a synthesizable mux based design [12].  
The input and output blocks make use of a credit-debit 
flow control mechanism to transmit data to and from the 
SoC resources [13]. 
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Figure 1:  Routing Node Block Diagram 

A more detailed diagram of the routing node is given in 
figure 2, showing the input blocks, the scheduler, the 
crossbar switch, and the output blocks. 
 

 

Figure 2:  Detailed Diagram of Routing Node 

The input block consists of five components.  They are the 
packet array, the linked list array, the destination head 
array, the destination tail array, the freelist fifo, and a shift 
register.  A block diagram of the input block is given in 
figure 3.  The packet array is used to store incoming 
packets.  T he packets are stored in virtual output queues 

[10].  The virtual output queues are maintained in linked 
lists.  The linked list functionality is implemented using the 
linked list array, the destination head array, the destination 
tail array, and the freelist fifo.  The shift register is used to 
hold the outgoing packet for transmission over the crossbar.  
The input block memory elements were first implemented 
using synthesizable flip flops available in the SAED90nm 
standard digital library.  Next, to optimize the design for 
area efficiency, the memory elements were implemented 
using custom SRAM based on the SAED90nm process.  
The SRAM based design uses fewer transistors, but the 
capacitance on each bit line is higher compared to the flip 
flop implementation [14]. 
 

 

Figure 3:  Input Block 

The scheduler (figure 4) is implemented using a modified 
form of the round robin arbitration scheme called iSLIP.  
This was chosen because it offered a b alance between 
performance and ease of implementation [11]. 
 

 
Figure 4:  iSLIP Scheduler 

The scheduler was modified using folding [15] to reduce 
the number of arbiters required to half the original number.  
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The block diagram of the folded scheduler is shown in 
figure 5. 
 

 

Figure 5:  Folded Scheduler 

3. Results 

The implementation results for the input block are 
presented in table 1, while the implementation results for 
the scheduler are presented in table 2.  T he input block 
results show the saving in area as a result of using compact 
custom SRAM in place of flip flops for storage.  Similarly, 
the scheduler results show the reduction in area due to 
folding.  However, the number of clock cycles required to 
arrive at a scheduling decision increase due to the fact that 
each arbiter performs two functions in a time division 
multiplexed fashion. 

Table 1:  Input Block Results 

Parameter Flip-Flop Design SRAM Design 

Area 136438 sq units 42409 sq units 

Speed 50 MHz 200 MHz 
Power 2.985 mW 1.436 mW 

 

Table 2:  Scheduler Results 

Parameter Original 
Scheduler 

Folded 
Scheduler 

Area 15494 sq units 12381 sq units 

Speed 200 MHz 200 MHz 
Power 750 uW 1085 uW 

 

4. Conclusions 

An area efficient implementation of a routing node for an 
NoC is proposed.  Of the four components of the routing 
node, the input block and the scheduler have been 
modified to save area requirements.  T he use of custom 
SRAM in place of synthesizable flip flops in the input 
block has resulted in a saving of over 50% of the silicon 
area.  At the same time, timing of the input block improved 
from 50 MHz to 200 MHz maximum operating frequency.  
Power saving is also approximately 50%.  T he 
disadvantage is longer implementation time and higher 
effort than a standard digital ASIC flow due to the 
presence of non-standard custom SRAM. 
 
Folding of the scheduler resulted in an area saving of 
approximately 20%.  However, more clock cycles were 
required per matching.  This is because the same set of 
arbiters performed two separate functions in a t ime 
division multiplexed fashion.  P ower consumption also 
showed a slight increase due to the greater number of clock 
cycles required for each matching in the case of the folded 
scheduler. 
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