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Abstract 
With vigorous development of the Internet, e-learning system has 
become more and more popular and many adaptive learning 
systems have been developed. In recent years, researchers have 
proposed various approaches for developing adaptive learning 
systems based on concept maps. Nevertheless, most of them deal 
only with binary grades of each test item, furthermore, the 
existing methods that based on f uzzy set theory do not  take in 
consideration the conceptual weight of concept in each question 
that might be cause to construct incorrectly relationships or 
exaggerate the degree of relationship. To cope with this problem, 
this study proposes an innovative approach to automatically 
construct concept maps. Firstly, we use look ahead fuzzy 
association rule mining algorithm to mind some information 
about the relationships between questions, then we construct the 
questions-relationships mapping. After that, we calculate the 
relevance degree between concepts in each question to obtain the 
final concept maps.  
Keywords: Fuzzy Association Rules, Data Mining, Concept 
Maps, Analysis of Numerical Testing Scores. 

1. Introduction 

With vigorous development of the Internet, e-learning 
system has become more and more popular and many 
adaptive learning systems have been developed. In recent 
years, researchers have proposed various approaches for 
developing adaptive learning systems based on concept 
maps. Nevertheless, most proposed methods [1-6, 8, 10, 11, 
and 12] deal only with binary grades of each test item. 
Furthermore, the existing methods that based on fuzzy set 
theory [15, 16] do not take into consideration the weight of 
concept in each question that might be cause to construct 
incorrectly relationships or exaggerate the degree 
of relationship. Therefore, in this paper, we propose an 
approach to automatically construct concept maps based 
on the result of analysis of numerical testing scores. Firstly, 

we use look ahead fuzzy association rule mining algorithm 
[16] to mind some information about the relationships 
between questions, then we construct the questions-
relationship mapping [3]. After that, we calculate the 
relevance degree between concepts in each question to 
obtain the final concept maps.  
The rest of the paper is organized as follows. In section 2, 
we discuss the related work. In Section 3 we briefly review 
the ahead fuzzy association rule mining algorithm. 
Proposed approach is given in Section 4. In Section 5 we 
use an example to illustrate the process of constructing 
concept maps. Section 6 concludes the whole paper and 
discusses the future work. 

2. Related work 

In 1965, Zadeh proposed the concept of a fuzzy set to 
describe imprecision that is characteristic of much of 
human reasoning. Since that time, the fuzzy set theory has 
found use in many applications, ranging from pattern 
recognition, control engineering to modeling human 
decision making [7]. Nowadays, fuzzy sets are increasingly 
used for automatically constructing concept maps. In [15], 
Tsai et al. proposed a Two-Phase fuzzy mining to find the 
embedded association rules from the historical learning 
records of students. In this work, we are interesting just the 
first phase where fuzzy set theory applied to transform the 
numeric testing records of students into symbolic. As 
known, the numeric testing data are hard to analyze by 
association rule mining approach [9]. Therefore, a look 
ahead fuzzy association rules [9, 15, and 16] is proposed to 
mine some rules, which are used to construct the concept 
maps and fed back to teachers for further analyzing [16].  

IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 4, No 2, July 2011 
ISSN (Online): 1694-0814 
www.IJCSI.org 136



3. The look ahead fuzzy association rules 
algorithm for mining relationships between 
questions 

Let there are “n” learners S1,S2,…,Sn take a test of “m” 
questions Q1, Q2,…, Qm and let matrix “G” is a g rade 
matrix transformed from the test portfolio of the learners as 
follows: 
 

 
 

, where  denotes the score of question of the 
learner ,  [0, P], 1  i n, 1  j m  and “P” is 
the maximum value that can obtain by learners. In the first 
step, the test records of learners are fuzzified to transform 
the numeric grade data into symbolic. In the second step, 
we construct the association rules from each question in 
the large 1-itemset to all other questions (an item set is 
called a l arge-item set if its support value is greater or 
equal to the user-specified support threshold called min 
Support) where the support value of item set “x” in  is 
calculated as follows: 

, where X  the -Candidate item set , 

“n” is number of learners and “k” is the fuzzification rule 
type. 
The confidence of each rule calculated as follows:  

                                             (1) 
, where Support (X∩Y) is the support value of every item 
set “x” in Candidate “ ” that can be evaluated as follows: 
Support (X∩Y) = , where “n” is the number of 

learners, X, Y are two item sets in “ ” and 
X ∩ Y = Ǿ, conf (XY) denotes the confidence of the 
association rule "XY". 
The following is the detail of the Look Ahead Fuzzy 
Association Rule Mining Algorithm [15, 16]. 
 

Symbol Definition: 
: The minimum support threshold in the -large items. 
: The -Candidate item set. 
: The -large items 

: The minimum confidence threshold. 
Input: Data set after fuzzification, the minimum support 
threshold  and . 
Output: The fuzzy association rules. 
Procedure: 

Step1: While  
      1.1: Generate and insert the -item set into  

      1.2: ), where   
             and “c” is constant. 

      1.3:  
       1.4:  
 Step2: Generate the association rules according to the 
given  in . 

4: Return ; 
 
Based on the mentioned above algorithm, in the next 
section we will present a new method to automatically 
construct concept maps which provide us a useful way to 
construct concept maps for adaptive learning system and 
can overcome the drawbacks of most existing methods. 

4. The proposed approach  

Step1: Transform the test portfolio of the learners and the 
conceptual weight relationships into the matrix G and the 
matrix QC, respectively. 
  

 
, where denotes the score of question of the 
learner ,  [0, P], “P” is the maximum value that 
can obtain by learners, 1  i  n , 1  j  m , “n” is 
number of learners and “m” is number of questions. 
The questions-concepts matrix QC shown as follows: 

 
, where  denotes the weighting or degree of relevance 
for each concept to each question integrated from multiple 
experts and 0 ≤  ≤ 1. 
Step 2: Fuzzificate the grade matrix to transform numeric 
grade into symbolic data, then apply the mentioned above 
algorithm to find the association rules of test item. 
Step 3: Based on the associated rules derived in Step 2, we 
construct two kinds of questions-relationship maps [3]:  

1. For the association rules “ ”, “ ” 
and “ ” (the related explanations of the 
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rule types are shown in Table 1), we build a 
relationship from question to question .  

2. For the rules “ ”, we build a relationship 
from question to question . 

Let the confidence of an association rule be the confidence 
of the relationship between questions builds from it. For 
any two questions and : 

1.  If the confidence of the questions-relationship is 
smaller than the minimum confidence “θ”, delete 
the relationship between the questions  and 

to get the completed questions-relationship 
map. 

2. If there is more than one relationship between any 
two questions and , we only keep the 
relationship with the maximum degree and delete 
the others. 

Table 1: The explanations of rule types [16]  

0BRule 1BDescription of relationships 

 

It is means that the related concepts in question 
are the prerequisite of concepts in and 

explain why getting low grade in question  
might imply getting low grade on  

 

It is means that the related concepts in question 
are the prerequisite of concepts in 

because may be not learned well 
resulting from  

 It is means that the concepts of question 
are the prerequisite of concepts in  

 It is means that the concepts of question 
are the prerequisite of  concepts in  

 
Step 4: Calculate the relevance degree between concepts. 
For all association rules “ ” obtained in Step 3, we 
calculate the relevant degree [6] “rev(  )RQxQyR

” 
between concepts “ ” and “ ” from the relationship 

, shown as follows: 
             (2) 

Where “rev(  )RQxQyR

” denotes the relevance degree of 
the relationship “  " converted from the relationship 

, rev(  )RQxQyR

 [0,1], “ ” denotes a concept 
appearing in the question , “ ” denotes a concept 
appearing in the question ,“WRQxCiR

” denotes the weight 
of the concept “ ” in the question ,“WRQyCjR

” denotes 
the weight of the concept “ ” in the question 

,  denotes the confidence of the 
relationship , x ≠ y, 1  x m, 1  y m and 1  

i p . Furthermore, let  be the confidence 
of the relationship “  ”.  
     If there is more than one relationship between any two 
constructed concepts, then the relationship between the 
two concepts chosen as follows: 

                   (3) 
Step 5: Create a new concept-concept matrix C' based on 
the conceptual weights found in matrix QC, shown as 
follows: 
 

, where “bRijR” denotes the minimum nonzero values in a 
concept ’s column and ’s column for all questions from 
matrix QC, [0, 1] and 1 ≤ i, j ≤ n.  
 
Step 6: Construct the concepts-relationship map  
Let   , where  denotes the minimum nonzero 

value of the relevance degree in C' matrix and 0, 
1]. For each relationship , calculate the relative 

questions-concepts value between concepts “ ” and “ ” 
shown as follows: 

.                                                              (4) 

Where “ ” denotes the relative questions-
concept value between concepts “ ” and “ ”,  denotes 
the number of the questions which have concept  and   
denotes the number of the questions which have concept 

  
 Ret (  ) × bRijR ≥ µ                                                 (5) 
If equation (5) is true and the relevance degree between 
any two concepts is greater than µ, add an edge from 
concept to into the concept map with the relevance 
degree of relationship  to construct a co ncept 
map. Otherwise, delete it. 
Step 7: If there is more than one relationship between 
concepts “ ” and “ ”, we only keep the concept-
relationship with the maximum relevance degree and 
delete the others. 
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5. Illustrated example 

Assuming that there are ten learners take a test.  Let in test 
sheet, there are five questions and the chart of their 
portfolio shown in Table 2. 

Table 2: The chart of test portfolio 

Question 
Learners 

S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 
Q1 12 12 12 2 2 2 20 10 18 20 
Q2 18 14 16 8 8 10 5 6 5 3 
Q3 20 18 14 12 12 8 5 6 5 4 
Q4 20 3 4 6 2 2 4 1 1 0 
Q5 7 7 7 20 12 20 10 18 15 15 

 
If we convert the chart of test portfolio shown in Table 2 to 
the grade matrix G, we get the matrix as shown as follows: 
 

 

Furthermore, assuming also that there are five experts 
participate in integrating process of corresponding 
weighting of each concept respect to each question. If we 
integrate the opinions of experts according to [13] to the 
chart of the conceptual weight relationships in test 
questions as shown in Table 3, then convert it to  the 
questions-concept mapping matrix, shown as follows: 

             Table 3: The chart of the conceptual weight relationships in test 
questions 

Question 
Concepts 

C1 C2 C3 C4 C5 
Q1 1 0 0 0 0 
Q2 0.2 0.7 0 0.1 0 
Q3 0 0 0 0 1 
Q4 0 1 0 0 0 

Q5 0.6 0 0.4 0 0 
 

 

[Step 2] As we had the G-matrix, we applied fuzzy 
concept to transform the numeric score data into the 
symbolic data. Let the three membership functions are 
proposed as shown in fig. 1. In the fuzzification result, 
“LOW”, “MIDDLE” and “HIGH” denote “a learner has 
a low grade in question , “a learner has a m iddle 

grade in question  and a learner has a high grade 
in question  respectively.  
 

 

Fig.1 The given membership functions of each quiz’s grade  

 
By given membership functions, the results of fuzzification 
of score data of learners are listed in Fig. 2. 
 

 

Fig.2 The fuzzification of learners’ testing records 

As a result of Look Ahead fuzzy association rules, we 
found four association rules types, LL, L-H, H-H, and H-L 
[15, 16], where the support value of item set “x” in 
Candidate_1 is calculated by adding learners’ fuzzification 
results of the item set up [9] and Large_1 item set is 
generated by deleting item set that is less than =2.1 as 
shown in Fig. 3. 
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 Fig.3 The obtained 1-itemset  

Then, by combining each item with the large 1-itemset, we 
can obtain the support value of every item set in 2-itemset 
as shown below: 

, where n i s the number of 
learners, X and Y are two item sets in  
For example, Support (Q1,L∩Q2,L) = Min(0,0)+ 
Min(0,0)+ Min(0,0)+ Min(1,0)+ Min(1,0)+ Min(1,0)+ 
Min(0,0.5)+ Min(0,0.33)+ Min(0,0.5)+ Min(1,0.83)=0.83 

  

Fig.4 The obtained 2-itemset 

According to Eq. (1), the mined rules and their 
corresponding confidence are shown in Table 4. 

Table 4: The confidence of mind rules 
Rules Confidence Rules Confidence 

 0.83  0.69 

 0.92  0.58 

 0.46  0.44 

 0.46  0.45 

 0.77  0.29 

 1  0.24 

 0.92  0.33 

 0.60  0.71 

 0.90  0.61 

 0.55  0.33 

 0.46  0.89 
 
Assume that, the minimum confidence given by user 0.75, 
and then the mined rules and corresponding prerequisite 
relationship of questions are shown in Table 5. 
[Step 3] Based on the rules obtained in Step 2, we 
construct the questions-relationship map, as shown in Fig. 
5. 

Table 5: Mined prerequisite relationship of questions 

Rule 
types 

Mined rules Prerequisite 
relationship 

Confidence 

L-L   0.83 

  1 

L-H   0.92 

  0.92 

H-L   0.77 

  0.89 
H-H   0.90 

 

 

Fig.5 The questions-relationship map 

[Step 4] Based on the questions-relationship map obtained 
in Step 3 and Eq. (2), we can calculate the relevance 
degree between any two concepts, shown as follows: 

i. Relevance degree for the relationship C1 C2: 
Q1Q4: 1 ×1×0.83=0.83  
Q2Q4: 0.2× 1 ×1=0.2  
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Q5Q2: 0.6 ×0.7×0.92=0.386  
Q5Q4: 0.6× 1 ×0.89=0.534  
Based on Eq. (3) the maximum value among these 
relevance degrees is:  
rev(C1C2)=Max(0.83,0.2,0.386,0.534)=0.83  
conf(C1C2)=conf(Q1Q4)=0.83 

ii. Relevance degree for the relationship C1C4: 
Q5Q2: 0.6 ×0.1×0.92=0.0552  
Then the relevance degree for the relationship 
C1C4= 0.0552 with confidence =0.92 

iii. Relevance degree for the relationship C1C5: 
Q2Q3: 0.2 ×1×0.92=0.184 
Then the relevance degree for the relationship 
C1C5= 0.184 with confidence =0.92 

iv. Relevance degree for the relationship C2C5: 
Q2Q3: 0.7 ×1×0.9=0.63  
Then the relevance degree for the relationship 
C2C5= 0.63 with confidence =0.9 

v. Relevance degree for the relationship C3C1: 
Q5Q1: 0.4 ×1×0.92=0.368 
Q5Q2: 0.4× 0.2 ×0.92=0.074 
Based on Eq. (3) the maximum value among these 
relevance degrees is:  
rev(C3C1)=Max(0.368,0.074)=0.368  
conf(C3C1)=conf(Q5Q1)=0.92 

vi. Relevance degree for the relationship C3C2: 
Q5Q2: 0.4 ×0.7×0.92=0.26 
Q5Q4: 0.4× 1 ×0.89=0.356 
Based on Eq. (3) the maximum value among these 
relevance degrees is:  
rev(C3C2)=Max(0.26,0.356)=0.356  
conf(C3C2)=conf(Q5Q4)=0.89 

vii. Relevance degree for the relationship C3C4: 
Q5Q2: 0.4 ×0.1×0.92=0.036  
Then the relevance degree for the relationship 
C3C4= 0.036 with confidence =0.92 

viii. Relevance degree for the relationship C4C2: 
Q2Q4: 0.1 ×1×1=0.1  
Then the relevance degree for the relationship 
C4C2= 0.1 with confidence =1 

ix. Relevance degree for the relationship C4C5: 
Q2Q3: 0.1 ×1×0.9=0.09 
Then the relevance degree for the relationship 
C4C5= 0.09 with confidence =0.9 

[Step 5] Based on matrix QC, we create a new concept-
concept matrix C' and find the minimum nonzero value, as 
shown follows: 

 , µ=0.1 

[Step 6]  For each relationship “   ” obtained in Step 4 
we calculate the relative questions-concepts value between 
concepts “ ” and “ ”  as shown in Table 6. 
[Step 7] Finally, Based on questions-concept status shown 
in Table 6, we add an arrow from concept  to concept  
associated with the relevance degree and then we get the 
complete concepts-relationship map, as shown in Fig. 6. 

Table 6: The status of concepts-relationship 

Concept-relationship Relationship status 
C1C2 Keep 
C1C4 Delete 
C1C5 Keep 
C2C5 Keep 
C3C1 Delete 
C3C2 Keep 
C3C4 Delete 
C4C2 Delete 
C4C5 Keep 

  

Fig.6 The complete concepts-relationship map 

6. Conclusions 

This study proposed an innovative approach to 
automatically construct concept maps. Most proposed 
methods [1-6, 8, 10, 11, and 12] deal only with binary 
grades of each test item; however, in a real assessment 
environment, a short answer also uses to assess the 
learning understanding. Thus, many studies [15, 16] apply 
fuzzy set theory to construct concept maps, but they do not 
take in consideration the weight of concept in each 
question and this might be a cause to construct incorrect 
relationships or exaggerate the degree of relationship. 
Therefore, to cope with this problem, the study proposes a 
different approach to construct concept maps based on 
analyses students’ grades. 
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Firstly, we use look ahead fuzzy association rule mining 
algorithm [16] to mind some information about the 
relationships between questions, then we construct the 
questions-relationships mapping [3]. After that, we 
calculate the relevance degree between concepts in each 
question to obtain the final concept maps.  
In prospect, we intend to integrate this approach with more 
efficient fuzzy association rules algorithm.    
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