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Abstract

Mobile ad hoc networks (MANETs) are self organizing, adaptive and infrastructure less networks. Analyzing these networks is a complex task due to the high mobility and rapid topology change. Routing in MANETs is one of the challenging tasks. Although a lot of researches have done in this area, the usage of cellular automata in routing for MANETs has not been explored. The proposed routing algorithm is a new cellular automaton based routing algorithm for mobile ad hoc networks, which finds a route that not only has least number of hops but also supports Quality of service. The solution presented here, is based on selecting a delay constrained shortest path between source and destination as a best route by using cellular automata. A simulator has been developed to evaluate a routing protocol and the obtained results indicate that the efficiency of the proposed protocol especially in satisfying QoS requirements.
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1. Introduction

Mobile ad hoc networks (MANETs)[1] are networks composed of a set of mobile nodes able to spontaneously communicate with each other over a wireless medium without any fixed infrastructure. The topology of such networks changes dynamically as the nodes are free to move about arbitrarily. MANETs are useful in many applications as virtual classrooms, military communications, emergency search, rescue operations, at airport terminals for workers to share files, and etc [2, 3].

One of the challenging aspects in the study of these networks is the routing algorithm for data transmission between the nodes. Any routing algorithm has to take into account the highly dynamic nature of the mobile nodes in the network and the limited resources of such networks. Many routing protocols for MANETs has been proposed, such as: Ad hoc On Demand Vector (AODV) [4], Associativity-Based Routing (ABR) [5], Dynamic Source Routing (DSR)[6], Temporally Ordered Routing Algorithm (TORA)[7], and etc. They are mostly designed for best effort transmission without any guarantee of quality of Service. Quality of Service (QoS) models in mobile ad hoc networks become more and more required because more and more real time applications are implemented on the network. For considering QoS, extensions, often given in terms of bandwidth or delay, can be added to the messages used during the route discovery process. Several works have been done to provide QoS routing algorithm such as Quality of Service for Ad-hoc on Demand Distance Vector (QoS-AODV) [8] which is based on AODV and creates routes according to the QoS requirements of the applications, a brief survey about this issue can be found in[9,10].

Nowadays, many areas of research have been benefited with the theories related to the cellular automata (CA)[11], mainly the areas that need to deal with systems that are constantly changing or have a random behavior as physics (mainly thermodynamics), ecology, medicine ,computer science, and chemistry. Cellular Automata (CA) consist of n-dimensional lattice of cells with states that evolve according to a set of rules. These discrete time decentralized systems are useful and efficient as a computation tool for describing complex systems like physical systems.[12, 13].

Real ad-hoc networks infrastructures are still very expensive. Therefore, most of the evaluations of new protocols are being made through simulation tools and Different modeling, [14,15].Recently, different authors [16,19,17,18] decided to solve the problems in ad hoc networks using CA. Subrata and Zomaya [16] address the location tracking/management problem. They use CA combined with a genetic algorithm to create an evolving parallel reporting cells planning algorithm. The genetic algorithm is used to discover the 'best' CA transition rules for the application. Their results showed that the
discovered CA rules describe near-optimal solutions to the reporting cells problem. In a related application, Kirkpatrick and Van Scoy [17] investigate the use of CA to model message broadcasting in highly mobile ad hoc networks. They point out some strengths of the CA approach (discrete time steps useful in defining rapidly changing systems, and the approach is conducive to the design of a GUI), and derive an upper bound on the time required by a broadcast algorithm to distribute a message across a network. A paper by Cunha et al. [18] shows the applicability of CA to simulate the topology control problem in sensor networks. They concluded that CA can be a worthwhile simulation tool for large WSNs, because it allows for the fast and objective verification of network properties such as degree of coverage and degree of connectivity. The approach presented in [19] is modeling some features of ad-hoc networks such as mobility, network coverage and routing in wireless ad-hoc networks using Cell-DEVS which is an extension to Cellular Automata in which each cell in the system is considered a DEV S model. Their research shows that routing protocols, such as AODV can be successfully mapped onto Cell-DEVS.

Although several researchers have attempted to use CA for modeling some aspects of ad hoc networks, they don't consider the problem of routing with adequate QoS in MANET. The objective of this work is to verify the applicability of using cellular automata to solve this problem in mobile ad-hoc networks. The solution presented is based on a modified version of classical Lee's Algorithm [13] to find out the shortest path that satisfies the delay constraint as a QoS metric between two communicating nodes on a network plane. In response to this need, we add an extension to the routing request message in AODV protocol to define delay constraints which must be met by nodes during the discovery procedure of route, so the route with the least number of hops that satisfied delay constraint is chosen as a best route. We define our protocol and also mobility model with the concept of the CA, then we evaluate the performance of it in comparison with AODV and QoS for AODV routing protocols (QoS-AODV) in terms of average delay, and packet delivery fraction. Simulations are presented in different delay constraints and mobility speeds.

The remainder of the paper is structured as follows. The main concept of cellular automata is presented in section 2, including their formal definition and some practical applications. Details of our routing protocol are given in Section 3. Section 4 describes the simulation environment and results. Finally, our concluding remarks and future work are presented in Section 7.

2. Cellular Automata Concept

Cellular automata (CA) [11] are interesting computation systems to study because of their simplicity and inherently parallel operation. Such systems have the potential to model the behavior of complex systems in nature. For this reason CA and related architectures have been studied extensively in the natural sciences, mathematics, and in computer science. They have been used as models of physical and biological phenomena, such as fluid flow, galaxy formation, earthquakes, and biological pattern formation. They have been considered as mathematical objects about which formal properties can be proved. They have been used as parallel computing devices, both for the high-speed simulation of scientific models and for computational tasks such as image processing [21]

CA can be formally defined as a 4-tuple $(L, S, N, f)$ where [18]:

- $L$ is a regular grid. The elements that compose this grid are called cells.
- $S$ is a finite set of states, $S = \{0, 1, \ldots, s-1\}$.
- $N$ is a finite set (of size $|N| = n$) of neighborhood index, such that $\forall c \in N$ and $\forall k \in L : k + c \in L$
- $f : S^n \rightarrow S$ is a transition function where $n$ is the size of the neighborhood.

The grid can be in any finite number of dimensions (e.g. a line or a cube of cells) and the time basis of the system is synchronous ($t = 0, 1, 2, \ldots$). A configuration $C_t : L \rightarrow S$ is a function that associates one state with one cell of the grid. The task of this function is to change the configuration $C_t$ to a new configuration $C_{t+1}$ (see Equation 1).

$$C_{t+1}(i) = f(C_t(i) | i \in N(k)) \quad (1)$$

where $N(k)$ is the set of all neighbors of the cell $k$.

$$N(k) = i \in L | k - i \in N \quad (2)$$

Generally, the CA starts at time $t = 0$ with each of the cells in one of their $n$ possible states. This global state is known as the initial configuration. All cells have their own state transition function, also called the local rule, whose input is the states of their neighbors, and output is one of the possible states. At time step $t$, each cell uses the states of its neighbors as input to the state transition function, and the output of the function is the cell's new state at time $t + 1$. The rule for updating the state of cells is the same for each cell and does not change over time, and the entire CA updates synchronously in this fashion, though exceptions are known. Fig.1 shows the evolution of a one-dimensional, binary-state cellular automaton with infinite cells. As you see the neighborhood of cells is radius-1 ($r$...
= 1) which refers to the neighbors of a cell are one cell from it. The two fundamental types of neighborhood in CA systems are von Neumann neighborhood and Moor neighborhood, these two standard radius-1 neighborhoods in a two-dimensional cellular grid are depicted in Figure 2. The Moore neighborhood consists of the 8 surrounding cells of the cell depending on whether or not the central cell is counted, and the von Neumann neighborhood consisting of the 4 cell array - defined as north, south, east and west; that are strictly adjacent to the central cell.

The algorithm works in two phases and with fourteen states. At the beginning of the first phase all cells, except the start and the end point, are in the free state. During the first phase, all cells check whether there is any cell in the neighborhood that already has a wave mark. If a wave mark is found, the cell itself becomes a wave mark towards the already marked cell for forming a reverse path to the starting point. Fig.3 shows a sample grid at the end of phase one where S and D represent respectively, a sender and destination. The wave marks are symbolized by small arrows and the black squares are obstacles.

Phase one ends when the end point is reached by the wave. Now the path is built backward towards the start point along the wave marks. If a cell is one of the wave states and it sees a neighbor cell that is a path towards this cell, then this cell becomes a path in the direction of its previous mark (Fig.4).

All wave marks from phase one have to be cleared in order to allow subsequent routing passes. For this purpose all cells that see a neighbor cell which is a path not pointing towards this cell are cleared. Such a cell will never become part of the path. Also all cells are cleared, that see a neighbor in the clear state. A cell that is in the clear state will become free in the next generation. Since the building of the path moves along the shortest path, it is impossible that a cell in clear state can reach a cell which will be in the path but is not yet part of it.

The algorithm terminates when the start cell sees one if its neighbors become part of the path. The start cell changes its state to ready and thereby signals that the path is complete.
3. MODELING the Routing problem using CA

In this section, we are going to discuss the methodology used to model the problem of finding route which has minimum hop counts and satisfies end to end delay requirement in cellular automata. We use the idea of QoS-AODV, a QoS version of AODV, which was proposed in 2000 by Perkins et al[8]. AODV is one of the first ad-hoc on demand routing algorithms chosen by IETF, that just find the shortest path without supporting any QoS attributes, but QoS-AODV establishes a route between source and destination by specifying Quality of Service parameters, namely maximum delay or minimum bandwidth. To give a more accurate definition of our objective, we first describe, an abstract description of this famous routing protocol.

3.1. Quality of Service for AODV

The AODV [4], a well known ad-hoc routing protocol, creates routes on demand. Whenever a node needs to communicate with another one, it broadcasts a Route Request message (RREQ) to its neighbors. They re-broadcast the message and set up a reverse path pointing towards the source. When the intended destination receives a RREQ message, it replies by sending a Route Reply (RREP) that travels along the reverse path set up by RREQ. AODV is based on the shortest path between two nodes in an ad hoc network plane and does not support QoS features. In contrast, QoS-AODV by considering quality-of-service (QoS), finds the best route that satisfies the end to-end QoS requirement. Infact, QoS-AODV modifies the route discovery and maintenance mechanisms of AODV to provide QoS assurance.

A QoS extension for AODV routing packets was proposed in [8]. This QoS object extension includes the Minimum bandwidth or Maximum delay parameters of each application, and it also has a "session ID" which is used to identify each QoS flow that is established according to the application. The extensions are added to the route messages (RREQ, RREP) during the phase of route discovery. A node which receives a RREQ with a quality of service extension must be able to meet the service requirement in order to either re-broadcast the RREQ, or unicast a RREP to the source. The maximum delay used in RREQ indicates the maximum time allowed to be used for a transmission from the current node to the destination and the minimum bandwidth extension specifies the minimum amount of bandwidth that must be made available along an acceptable path from the source to the destination. When a node receives RREQ, the maximum delay will be compared with the node traversal time (should include queuing delays, interrupt processing times and transfer times) The NODE TRAVERSAL TIME is by default set to 40 milliseconds although could have a different value. If the maximum allowable delay is smaller than the node traversal time, the RREQ will not be broadcasted further, otherwise, the RREQ will be broadcasted and before the broadcasting, traversal time of this node must be subtracted from the maximum delay field in RREQ message. In RREP message, the maximum delay extension field will be filled with zeroes, and delays are cumulative from the destination along the route that the RREP come from to the source node, and the source node will choose the one satisfying the delay requirement. Similarly, the minimum bandwidth extension can be also appended to a RREQ by a requesting node. In this case, before forwarding the RREQ, an intermediate node must compare its available link capacity to the bandwidth field in the extension. If the requested amount of bandwidth is not available, the node must discard the RREQ and not process it any further. Otherwise, the node continues processing the RREQ as specified in [8]. When the destination generates a RREP in response to a RREQ with a minimum bandwidth extension; the bandwidth field in the RREP is initially infinity. Each node forwarding the RREP compares the bandwidth field in the RREP and its own link capacity and maintains the minimum of the two in the bandwidth field of the RREP before forwarding the RREP. This value also goes in the route table entry for the corresponding destination (as per the destination IP address in the RREP) and indicates the available minimum bandwidth to the destination. It enables the intermediate node to respond to a later RREQ with a minimum bandwidth extension by comparing the requested minimum bandwidth and the available bandwidth recorded in the route table entry.

3.2. 1. Delay constraint Assumption

As a RREQ may include a maximum delay extension or a minimum bandwidth extension, for simplicity in this work, we only consider the delay constraint. So by giving the delay requirement as $D_{max}$, the goal is to detect a path from source node $s$ to destination node $d$ such that the delay on the path does not exceed $D_{max}$.

To control dissemination of RREQ with this QoS requirement (delay) the following assumptions are considered:

First, we assume 40 milliseconds for NODE_TRAVERSAL_TIME.

Second, If the NODE_TRAVERSAL_TIME is greater than or equal to the maximum delay in delay field of RREQ, the intermediate node must discard the RREQ.

Third, If the NODE_TRAVERSAL_TIME is less than the maximum (remaining) delay in message by subtracting from its value of the NODE_TRAVERSAL_TIME, the
intermediate node should send a RREP to the originator or must continue broadcasting the RREQ.

4.3. Proposed Model

In order to find a path with adequate QoS between two communicating nodes in the network we consider only delay as the QoS constraint. we assume a two dimensional network plane consisting of a number of mobile nodes spread randomly. There is no hierarchy between nodes, and the network plane is homogeneous (all nodes have the same properties). Data movement between two cells represents one hop. Every node represents a cell of the cellular automaton. Each cell has a state which corresponds to the status of the node that occupies it. The neighborhood of each cell for finding the route, is the range of communication of each node defined as a Von-Neumann neighborhood governed by a circle of radius 1 around the cell. The network plane also contains dead cells through which communication cannot take place. These cells represent physical obstacles (such as a high-rise building) or simply the absence of a communication link. Two nodes with a dead cell between them cannot communicate directly to each other. As network nodes can move randomly to any of the neighboring cells the Moor neighborhood will be used for mobility. By using the modified Lee's Algorithm [13] with some variances, we define our routing method which satisfies the assumptions discussed in section 3.2.

In our method, for discovering a QoS path that satisfies the delay-constraint as the QoS parameter, the source node broadcasts QRREQ message with the delay requirement of the connection request (maximum delay(Dmax)), to its communicating neighbors which includes, all the nodes on its top, down, left and right side. According to lee algorithm, at first, the nodes which are in neighborhood of the source node become wave. But for providing a delay-constraint Dmax must be first subtract from NODE-TRAVERSAL-Time(NTT) in every intermediate node before becoming as a wave node. Therefore two conditions maybe happen:

1. If the NTT is greater than the maximum (remaining) delay in delay field of QRREQ, the intermediate node must drop the QRREQ, and don't become a wave node.
2. If the NTT is less than the maximum delay in message, by subtracting from its value of the NODE_TRAVERSAL_TIME, the intermediate node will become wave node and continue broadcasting the RREQ.

The wave nodes re-broadcast the message to their neighbors, and set up a reverse path to the sender, which is represented with pointing arrows in the Fig.4. These nodes further if provide delay constraint and have a wave node in their neighbors, become wave and re-broadcast this message and set up a reverse path to the nodes from which they received the message.

This process continues until the message reaches the destination node or the delay experienced by the packet exceeds the limit Dmax. Since there are more than one path from the sender to the destination, the destination may receive multiple QRREQ message for the same sender. However, the route through which the destination node receives the QRREQ message first is the shortest path between the sender and the destination which guarantees the Quality assurance, thus the destination replies to the first QRREQ message by sending a QREP message using the reverse path set up when the QRREQ messages are forwarded. All the wave nodes that lie on this route between the source and the destination become the path nodes (represented with circles containing arrows in the Fig.4). All communications between the source and the destination from this point onwards takes place using this path until the topology of the network changes. All other wave nodes that don't see a path node in their neighbor pointing towards them, are sent a clear state message to move them from the wave state to a clear state.

The local states of each node are defined by adding one state as mentioned in [19] to the 14 states of the lee algorithm. These states are as follows:

Init (initial state of each node except source and destination), Dead (Dead Cell), Init_S (Initial State of the Source node), Init_D (initial state of the destination), DR (Destination Ready; state of the destination node after it has received a RREQ message), WU (Wave Up), WD (Down), WR (Right), WL (Left), PU (Path Up), PD (Path Down), PR (Path Right), PL (Path Left), Clear (final state of the node that received a wave message but is not going to become a path node) and Found (route found; final state of the Source node). With these set of states we consider Von-Neumann neighborhood (see Fig.2) in which each cell can communicate to all the cells on its top, down, left and right. The local transition rules for each cell based on these neighborhoods are defined according to the routing mechanism.

For implementing mobility we assume that nodes can move only to neighboring cells. A Moore neighborhood is chosen because it allows movement in more different directions than von Neumann neighborhood, and as we are using a two-dimensional grid, each node can have no
more than 8 nodes as neighbors (Fig.2). So in this experiment, a node can with deterministic speed, move around in random fashion to one of each surrounding cells, by selecting any direction of North, North-East, North-West, East, West, South-West, South-East and South. As cellular automata are discrete event time systems, in each time step, nodes move to one of neighboring cells and then routing algorithm is being performed. The execution of mobility rules is considered to be higher than routing rules, it means that first topology is changed then the process of finding the route between source and destination is performed.

Using this specification as a base, the model was implemented in mat lab. Fig.5, shows the procedure of our method after 4 steps before the topology changes(a), and after that (b). As you see in the figure, the destination node (INIT_D) and the source node (INIT_S) will move to the east and south-east, respectively. It's obvious that dead nodes which are represented as DEAD notations, are static and didn't change their location after the topology have changed. The figure also shows that the routing mechanism is performed well as the path with adequate route is discovered.

Our proposed routing protocol with the help of cellular automata doesn't need to store accumulated delay for calculating the delay in phase of unicasting RREP instead of QoS-AODV, by defining only constant set of states .This leads to simply model and evaluate the behavior of routing algorithms in MANET.

4. Simulation and Results

To evaluate the performance of our method, we simulated our proposed method via mat lab software[22].The model will be tested by having different initial distributions of the node and checking whether the algorithm successfully determines the delay-constraint path between two nodes (if one exists).

We consider a rectangular network of 500m x 300m of mobile nodes placed randomly in the area. Our simulation has been conducted at different pause times and speeds. We varied the pause time from 0 to 600 seconds which is chosen to be between high mobility rate (pause time 0 seconds) and no mobility (pause time 600seconds), and studied its effect on the performance of the routing protocols. The average node speed in this group of simulations is chosen to be 5 m/s. we also studied the effect of mobility. Node speeds are 5, 10, 15, 20 m/s. The pause time used for these scenarios was 60seconds. For both scenarios our protocol is introduced with and without QoS delay constraint. Delay constraints were chosen to be 0.1 and 0.3 seconds.. our method's performance is compared with AODV and The original QoS-AODV protocol.

5.1. Performance metrics

Two performance metrics, which are used for evaluating the performance of the routing protocols, are listed below.

- **Average end-to-end Delay**

This is the average end-to-end delay of talking parties in the simulation and it includes all possible delays caused by buffering during route discovery latency, queuing at the interface queue, retransmission delays at the MAC, propagation and transfer times.
\[
    D = \frac{1}{S} \sum_{i=1}^{S} r_i - s_i
\]

\(D\): Average end-to-end delay
\(S\): Number of successfully received packets. \(i\): Unique packet identifier. \(r_i\): Time at which a packet with unique identifier \(i\) is received. \(s_i\): Time at which a packet with unique identifier \(i\) requests a route to be send.

- **Packet Delivery Fraction**

The fraction of successfully received packets, which will be survived while finding their destination. Successful packet delivery is calculated such that all data packets with unique identifier leaving the source MAC are counted and defined as originating packets. Received packet identifiers are compared to collected transmission data and each unique packet is counted once to ensure prevention of counting excess receptions, which are mainly caused by multiple paths as a result of mobility. The result is the average of the ratio of uniquely received and all uniquely transmitted packets as seen in the following equation.

\[
    F = \frac{1}{C} \sum_{f=1}^{C} \frac{R_f}{T_f}
\]

\(F\): Fraction of successfully delivered packets. \(C\): Total number of flows, connection. \(f\): Unique flow id. \(R_f\): Count of unique packets received from flow \(f\). \(T_f\): Count of packets transmitted to flow \(f\).

Fig. 6 shows the average end to end delay under various pause times. According to the graph, the average delay of all the protocols decreases as the time increases. When there is no delay constraint, the performance of our proposed method and QoS-AODV protocol is better than AODV with little bit differences. By using delay constraints both QoS protocols have always better delay than AODV because they force the network to satisfy certain delay constraints, so the delay achieved is always less than or equal to the delay required even for high delay constraints (low delay bound 0.1 seconds). For both protocols on the average, the delay achieved is half that required, but the delay of our method at higher pause times is much lower than the QoS-AODV routing protocol. The low end to end delay of packets ensures the on time transmissions required by real time traffic transmissions. As is shown in Fig. 7 the packet delivery fractions are almost the same for AODV protocol, QoS-AODV, and the proposed routing protocol without delay constraints and with high delay bounds (0.3 seconds). QoS-AODV routing protocol and our method with low delay bound, have low performance by having a low packet delivery fraction, however, our method has better ratio (about 1.2%). Indeed, with delay constraints especially in delay bound 0.1 seconds, more packets are being dropped because the routes available for them do not satisfy the QoS requirements.

Simulation results also show that when mobile nodes moved at higher mobility speeds, our method with no delay constraint has average 95% packet delivery fraction, which is almost similar to the QoS-AODV (with no delay constraint) and AODV (Fig. 8). The performance of our method and QoS-AODV with delay constraints also drops to provide QoS assurance. The proposed method outperforms slightly QoS AODV with 0.1 and 0.3 delay bound.

Fig. 9 shows the average delay in different speeds. From Fig. 9 we notice that, higher mobility leads to a higher delay for all protocols. Although the average delay increases as the mobility changes, the delay achieved is still better than required for both our protocol and QoS-AODV with different delay bounds.
7. Conclusion

Number of problems can be solved if they are described as cellular automata, one of the NP-complete problems is the problem of providing a shortest route with high quality of service among two communicating mobile nodes in MANET. In this paper we presented a new routing algorithm in mobile ad-hoc networks using cellular automata by taking delay into account as the QoS parameter. The variant of Lee routing algorithm for finding the shortest path between two points was modified into a more efficient form, which could find the on demand delay constraint path like QoS AODV but with lower consuming resources only by defining some infinite states. The Two following performance metrics are used to compare the performance of the protocols: (a) average end-to-end delay, (b) packet delivery fraction, in various pause times and mobility. The obtained results indicate that cellular automata can be used with success to simulate mobile ad-hoc networks and the proposed protocol performs well in supporting the QoS feature.

For further work, another extension like a bandwidth extension can be used to satisfy minimum bandwidth requirements and other optimization can be taken into consideration like reliability of the route.
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