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Abstract 

The High throughput architecture to achieve high performance 
Networks-on-Chip (NoC) is proposed. The throughput is 
increased by more than 38% while preserving the average latency. 
The area of the network switch is decreased by 18%. The 
required metal resources for the proposed architecture are 
increased by less than 10% as compared to the required metal 
resources for the conventional NoC architecture. Power 
characteristics of different high throughput NoC architectures are 
developed. The extra power dissipation of the proposed high 
throughput NoC is as low as 1% of the total power dissipation. 
Among different NoC topologies, High Throughput Butter Fat 
Tree (HTBFT) requires the minimum extra power dissipation and 
metal resources.  
Keywords: Network-on-Chip, Throughput, Power Dissipation, 
Topology. 

1. Introduction 

As the number and functionality of intellectual property 
blocks (IPs) in System on Chips (SoCs) increase, 
complexity of interconnection architectures of the SoCs 
have also been increased. Different research articles have 
been published in high performance SoCs. However, the 
system scalability and bandwidth are limited. As described 
in [1]-[5], NoCs are emerging as the best replacement for 
the existing interconnection architectures. Many NoC 
topologies have been proposed in the past, e.g., CLICHÉ 
[1], SPIN [2], Octagon [3] and Butterfly Fat Tree [4]. 
Different research articles in architectural and conceptual 
aspects of NoC such as, topology selection, quality of 
service (QoS) [5], design automation [6], performance 
evaluation [7], and verification have been reported. NoCs 
provide different set of constraints in the design paradigm. 
High throughput and low latency are the desirable 
characteristics of a multi processing system.  

Previous articles have taken a top down approach (a high 
level analysis of NoC) and they did not touch the issues on 
a circuit level. However, little research has been reported 

on the circuit design issues [8]. Although they were 
implemented and verified on silicon, they were only 
focusing on implementing limited set of topologies. In 
large scale NoCs, power dissipation should be minimized 
for cost efficient implementation. Many papers have been 
published in NoCs. They were only focusing on 
performance and scalability issues rather than power 
efficiency. Scaling with power reduction is the trend in 
future technologies. Application specific techniques are 
required to reduce power dissipation of NoCs. 
  The main focus of this paper is to present a high 
throughput interconnect architecture for network on chip. 
The circuit implementation issues are considered in the 
proposed architecture. The switch structure along with the 
interconnect architecture are shown in Figure 1 for 2 IPs 
and 2 switches. The proposed architecture is applied to 
different NoCs topologies. Low power switch is also 
proposed to achieve power-efficient NoC. The efficiency 
and performance are evaluated. 

To the best of our knowledge, this is the first in depth 
analysis on circuit level to optimize performance of 
different NoC topologies. The paper is organized as 
follows: In Section 2, the proposed port architecture is 
presented. The new High Throughput architecture is 
described in section 3. In Section 4, closed form 
expressions for the power dissipation in different high 
throughput architectures are developed. The performance 
improvement and circuit overhead of the proposed 
architecture are provided in Section 5. Finally, conclusions 
are summarized in section 6.  

2. Port Architecture  

Each port of the switch includes input virtual channels, 
output virtual channels, header decoder, controller, input 
arbiter and output arbiter as shown in [4]. The input arbiter 
consists of a priority matrix and grant circuit. The priority 
matrix stores the priorities of the requests. A dedicated 
circuit generates the grant signals to allow only one virtual 
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channel to access a physical port. The messages are 
divided into fixed length flow control units (flits). When 
the granted virtual channel stores one whole flit, it sends a 
full signal to controller. If it is a header flit, the header 
decoder determines the destination. The controller checks 
the status of destination port. If it is available, the path 
between input and output is established. The flits from 
more than one input port may simultaneously try to access 
a particular output port. The output arbiter is used to allow 
only one input port to access an output port. Virtual 
channels consist of several buffers controlled by a 
multiplexer and an arbiter which grants access for only one 
virtual channel at a time according to the request priority. 
Once the request succeeds, its priority is set to be the 
lowest among all other requests.  

 

 
Fig. 1: Proposed high throughput architecture. 

  
In the proposed architecture, rather than using one 

multiplexer and one arbiter to control the virtual channels, 
two multiplexers and two arbiters are employed as shown 
in Figure 2. Using the proposed technique, the virtual 
channels are divided into two groups; each group is 
controlled by one multiplexer and one arbiter. Each group 
of virtual channels is supported by one interconnect bus as 
described in section 3. However trivial it may look, the 
proposed port architecture has a great influence on the 
switch frequency and the throughput of the network. Let us 
consider an example with 8 virtual channels. In the NoC 
architecture, 8x8 input arbiter and 8x1 multiplexer are 
needed to control the input virtual channels as shown in 
Figure 2 (a). The 8x8 input arbiter consists of 8x8 grant 
circuit and 8x8 priority matrix. In the proposed 
architecture, two 4x4 input arbiters, two 4x1 multiplexers, 
2x1 multiplexers and 2x2 grant circuit are integrated to 

allow only one virtual channel to access a physical port as 
shown in Figure 2 (b). The 4x4 input arbiter consists of 
4x4 grant circuit and 4x4 priority matrix. The values of the 
grant signals are determined by the priority matrix. The 
number of grant signals equals the number of requests and 
the number of selection signals of the multiplexer. The 
area of two 4x4 input arbiters is smaller than the area of 
8x8 input arbiter. Also, the area of two 4x1 multiplexers is 
smaller than the area of 8x1multiplexer. Consequently, the 
required area to implement the proposed switch with the 
proposed architecture is less than the required area to 
implement the conventional switch.  

In order to divide a 4x1 multiplexer into three 2x1 
multiplexers, the 4x4 input arbiter should be divided into 
three 2x2 input arbiters. The grant signals which are 
generated by three 2x2 input arbiter (6 signals) are not the 
same grant signals generated by the 4x4 input arbiter (4 
signals). Therefore, the 4x4 input arbiter can not be 
replaced by three 2x2 input arbiters unless the number of 
interconnect buses is increased to be equal to the number 
of virtual channels groups. Therefore, the proposed 
architecture in Figure 2 (b) is the optimum to allow eight 
virtual channels in the port. By increasing the number of 
interconnects, the metal resources and power dissipation 
are increased as described in Section 6.  

 

 
(a)                                (b) 

Fig. 2 (a) Circuit diagram of switch port, (b) circuit diagram of High 
Throughput switch port. 

 
Without circuit optimization, the change in the maximum 

frequency of the switch with the number of virtual 
channels in the conventional BFT switch is shown in 
Figure 3. When the number of virtual channels is increased 
beyond four, the maximum frequency of the switch is 
decreased for BFT architecture. Throughput is a parameter 
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that measures the rate in which message traffic can be sent 
across a communication network. It is defined by [7]: 

) timetotal(*)blocks IP ofnumber (
)length message(*)completed messages ofnumber (

=TP
     (1) 

The throughput is proportional to the number of 
completed messages. The number of completed messages 
increases with the number of virtual channels. Total 
transfer time of messages decreases with the increase in 
frequency of the switch. Therefore the throughput can be 
improved by increasing the number of virtual channels or 
by increasing the operating frequency of the switch. The 
throughput is saturated when the number of virtual 
channels is increased beyond four [7]. On the other hand, 
the average message latency increases with the number of 
virtual channels. To keep the latency low while preserving 
the throughput, only four virtual channels are used in [7].  

The proposed High Throughput BFT (HTBFT) switch is 
smaller than the BFT switch. Therefore, the maximum 
frequency of the switch is improved. The change in the 
maximum frequency of the proposed switch with the 
number of virtual channels is shown in Figure 3 for HT-
BFT architecture. With the proposed switch architecture, 
the number of virtual channels could be increased up to 
eight without significant reduction in the operating 
frequency. The frequency of the network switch is 
characterized for different network topologies using the 
proposed architecture as shown in Figure 4. As compared 
to the conventional architecture, the operating frequency of 
the proposed architectures is decreased when the number 
of virtual channels is higher than eight rather than four in 
the conventional architecture. Doubling the number of 
virtual channels does not degrade the frequency of the 
switch (rather than 4 virtual channels, 8 virtual channels 
could be used in the proposed architecture). However, a 
severe increase in the number of virtual channels (more 
than 8) could degrade performance.  

Increasing the number of virtual channels would increase 
the traffic going through the links (interconnects) between 
the switches, increasing the contention on the bus and 
increasing the latency that each flit experiences. In order to 
improve throughput, the links (interconnects) connecting 
the switches with each other should be increased. Since the 
number of virtual channels could be doubled (from four in 
the conventional architecture to eight in the proposed 
architecture), doubling the number of virtual channels 
between switches is proposed.  

Let us consider an example of BFT architecture. The 
HTBFT architecture decreases the area of switch by 18%. 
Consequently, a system with eight virtual channels 
achieves high throughput, high frequency and low latency 
while the area of the design is optimized. The architecture 
of different NoC topologies to achieve high throughput 
network is described in section 3. 

 

 
Fig. 3 Maximum frequency of a switch with different number of virtual 

channels for conventional BFT and proposed HTBFT. 
 

 
Fig. 4 Maximum frequency of a switch with different number of virtual 

channels for different NoC topologies of the proposed architecture. 

3. High Throughput Architecture  

To A novel interconnect template to integrate IP blocks 
in NoC is proposed. In the proposed architecture, rather 
than using a single interconnect bus between each two 
elements of NoC (IP block and switch or two switches), 
two buses are employed. The number of virtual channels 
can be doubled to get higher throughput. To maintain the 
average latency, each bus supports half the number of 
virtual channels. Increasing the number of buses between 
two switches could improve the throughput by optimizing 
the design of the switch on the circuit level as shown in 
Section II. However, using two buses to connect two 
switches implies using more metal resources and may be 
silicon area for the repeaters within the long interconnects. 
The overhead of the proposed architecture is discussed in 
Section 5. 

A novel interconnect template to integrate IP blocks 
using High Throughput Butter Fly Fat Tree (HTBFT) 
architecture is proposed. Each group of 4 IPs (no. 0, no. 1, 
no.2 and no.3) in Figure 5 needs one switch (no.4). Each 
switch in the first level (no. 4) connects to each switch in 
the second level (no. 5) by 2 buses. Each bus supports half 

Proposed 
HTBFT 

Conventional 
BFT 
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the number of virtual channels. Therefore, the throughput 
can be improved while preserving the average latency.  

 

 
Fig. 5 Interconnect architecture of HTBFT 

 
The interconnect template to integrate IP blocks using 

High Throughput architecture is implemented to CLICHÉ 
(to become High Throughput CLICHÉ, HTCLICHÉ), 
Octagon (to become High Throughput Octagon, HT-
Octagon), SPIN (to become High Throughput SPIN, 
HTSPIN) architectures, in which double the number of 
interconnects is needed. The throughput improvement is 
presented in section V for each topology.   

 
   Power estimation is very important aspect of NoC design. 
The average power dissipation of NoC port is obtained. 
The switch is implemented on the transistor level using 
ASIC design flow. For different NoC topologies, the 
average power dissipation of the switch is determined. 
Closed form expressions are developed for each topology 
in section 4.  

4. Power Characteristics  

To Communication network on chip contains three 
primary components; network switch, interswitch links 
(interconnects), and repeaters within interswitch links. 
Including different sources of power dissipation in NoC, 
the total power dissipation of on chip network is defined as 
follows:  

 
P total = Pswitches + Pinterconnect + Preps ,                      (2)  
Pswitches = Pswitching + Pleakage ,                                  (3)  
 

where Ptotal is the total power dissipation of the network. 
Pswitches is the power dissipation in the switches. Pinterconnect 
is the total power dissipation of interswitch links. Preps is 
the total power dissipation of the repeaters which are 
required for long interconnects. Pswitching and Pleakage are the 
switching and leakage power of the switch, respectively. 
The number of repeaters depends on the length of the 
interswich link. According to the topology of NoC 
interconnects, the interswitch wire lengths, the number of 
repeaters and the number of switches can be determined a 
priori.  

Pinterconnect = cVdd
2 f,                             (4)  

Preps = Preps-dyn + Preps-SC + Preps-leakage,               (5)  
Preps-dyn = NrepHoptC0Vdd

2 f,                        (6)  
 

where Preps-dyn is the total dynamic power dissipation of 
repeaters, Nrep is the number of repeaters, Hopt is the 
optimum repeater size, C0 is the input capacitance of a 
minimum size repeater, Vdd is the supply voltage and f is 
the switching frequency. Preps-SC is the total short-circuit 
power of the repeaters. Preps-leakage is the total leakage 
power dissipation of the repeaters. c is the interswitch link 
capacitance. Closed form expressions for the power 
dissipation of different high throughput NoC architectures 
are described in the following subsections.  

4.1 High Throughput Butterfly Fat Tree 

In the HTBFT, the interconnection is performed on 
levels of switching. The number of switching levels can 
be expressed as log2N - 3, where N is the number of IP 
blocks. The total number of switches in the first level is 
N/4. At each subsequent level, the number of required 
switches reduces by a factor of 2 as shown in Figure 5. 
The interswitch wire length and total number of switches 
are given by the following expressions:  

               
,

2,1 alevelsaa
Areal

−+ =
                                               (7) 

,
2/11
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4 
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                (8) 
 
where l a+1,a is the length of the wire spanning the distance 
between level a and level a + 1, where a can take integer 
value between 0 and (levels - 1). In the HTBFT, the total 
length of interconnects and the total number of repeaters 
can be determined from the following equations:  

,2)(
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where Kopt is the optimum length of the global interconnect 
[9]. Using the number of switches, the total length of 
interconnects and the total number of repeaters, the total 
power dissipation of HTBFT architecture ( Ptot-HTBFT ) is 
determined. 
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4.2 High Throughput CLICHÉ  

In HTCLICHÉ, the number of switches equals the 
number of IPs. The interswitch wire lengths can be 
determined from the following expression:  

,
N

ArealHTCLICHE =
                                               (12) 

The number of horizontal interswitch wires between 

switches equals )1(2 −NN . According to the 
technology node, the optimum length of global 
interconnects can be obtained. Therefore, the total length 
of interconnects and the number of repeaters can be 
calculated by: 
 

( ) ,14 wiresHTCLICHEtot NNAreal −=−                   (13) 

( ) ,14 wires
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    (14) 
 
Using the number of ports, number of switches, total 

length of interconnects and number of repeaters, the total 
power dissipation of the HTCLICHÉ architecture can be 
determined. 
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     (15) 

4.3 High Throughput Octagon 

For HTOctagon, there are four types of interswitch wire 
lengths: First [wires which connect nodes (1,5) and (4,8)], 
second [wires which connect nodes (2,6) and (3,7)], third 
[wires which connect nodes (1,8) and (4,5)], forth [wires 
which connect nodes (1,2), (2,3), (3,4), (5,6), (6,7) and (7,-
8)]. The interswitch wire lengths can be defined by 
(l1=3L/4, l2=13wl Nwires +L/4, l3=13L/4, l4=L/4), where L 

is the length of four nodes which equals 











N
Area*4

. wl 
is the summation of the global interconnect width and 
space. Considering the interswitch wire lengths and the 
optimum length of global interconnect, the total length of 
interconnects and number of repeaters can be obtained by:  
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Noct-unit is the number of basic octagon unit. The total 
power dissipation of the HTOctagon architecture is 
obtained by (22).  
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4.4 High Throughput SPIN 

An interconnect template to integrate IP blocks using 
HTSPIN architecture was proposed. In large HTSPIN, the 
total number of switches is 3N/4. The interswitch wire 
length can be determined using (7). In HTSPIN, the total 
length of interconnects and the number of repeaters is 
defined by:  

NNAreal wiresHTSPINtot 75.1=− ,                   (19) 
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             (20) 
The total power dissipation of the HTSPIN architecture 
can be determined by  
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4.5 Power Dissipation for Different High Throughput 
NoC Architectures  

According to (11), (15), (18) and (21), the total power 
dissipation of the network can be expressed as a function 
of the number of IP blocks. The change in the power 
dissipation with the number of IP blocks for different high 
throughput network architectures is shown in Figure 6. The 
power dissipation for different NoC topologies increases 
by different rates as the number of IP blocks increases. The 
HTSPIN and HTOctagon architectures have much higher 
rate of power dissipation increase. The HTBFT 
architecture consumes the minimum power as compared to 
other NoC topologies making HTBFT more attractive as a 
power efficient NoC topology.  

 

 
Fig. 6 power dissipation of different NoC topologies 

 
The ratio of the power dissipation in the interswitch links 

and repeaters as compared to the total power dissipation is 
shown in Figure 7. For the HTSPIN network, the power 
dissipation of the interswitch links and repeaters represents 
40% of the total power dissipation of the network. For the 
HTBFT, HTCLICH and HTOctagon, the percent of power 
dissipation of the interswitch links and repeaters decreases 
with increasing the number of IP blocks. For future SoC, 
reducing power dissipation should be focusing on reducing 
the power of the switches. More detailed results using real 
example of an SoC are provided in Section 5.  

 

 
Fig. 7 Power dissipation of interswitch links and repeaters for different 

NoC architectures. 

5. Performance and Overhead Analysis  

The proposed high throughput architectures are 
implemented using Application Specific Integrated Circuit 
(ASIC) design flow (Leonardo Spectrum synthesis tool), 
with 90nm technology. Under uniform traffic assumption, 
the throughput for different NoC architectures is calculated. 
In the following subsections, the throughput and power 
dissipation are presented.  

5.1 Improvement of the Throughput  

The proposed high throughput architecture doubles the 
number of virtual channels to increase the throughput 
while preserving the average latency. Therefore, the 
average latency of HTBFT with 8 virtual channels equals 
the average latency of BFT with 4 virtual channels. 
Uniform traffic and maximum operating frequency are 
assumed to determine the throughput of HTBFT. The 
change in the throughput with the number of virtual 
channels for HTBFT and BFT is shown in Figure 8. In the 
proposed architecture, when the number of virtual channels 
is increased beyond eight, the throughput saturates. The 
architecture increases the throughput of the network by 
38%. The increase in the throughput for different 
architectures is presented in Table 1. The maximum 
improvement is achieved in HTCLICHÉ. The increase in 
the throughput for HTSPIN is the minimum as compared 
to the other high throughput architectures. 

5.2 Overhead of High Throughput Architecture  

With the advance in technology, the number of metal 
layers increases every generation. Considering a chip size 
of 20 mm x 20 mm, technology node of 90 nm, and a 
system of 256 IP blocks, the length of interswitch links for 
different NoC topologies is obtained. Given the optimum 
global interconnect width Wopt of 935 nm, optimum global 
interconnect spacing Sopt of 477 nm [9], the global 
interconnect pitch is 1.412 μm (Wopt + Sopt). Accordingly, 
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the number of global interconnects Ngi per layer equals 

optopt SW
Area
+ . 

 
Fig. 8 Throughput for different number of virtual channels 

 
Table 1: The percentage of increase in the throughput for different high 

throughput architectures 
Architecture Increase in throughput (%) 

HT-BFT 38 
HT-CLICHÉ 40 
HT-Octagon 17 

HT-SPIN 12 
 
Using the critical interconnect length of the target 

technology as 2.54 mm and the optimum repeater size as 
174 [9], the number of repeaters is determined. The 
butterfly fat tree can be laid out in O(N) active area (IPs 
and switches) and O(log(N)) wiring layers [10]. The basic 
strategy for wiring is to distribute tree layers in pair of wire 
layers; one for horizontal wiring Ha+1,a and one for vertical 
wiring Va+1,a . The length of horizontal part Ha+1,a equals 
the length of vertical part Va+1,a given that the chip is 
squared. More than one tree layer can share the same 
wiring trace.  

High throughput architecture has the same number of 
switches, but the number of wires and repeaters is doubled. 
The length of interswitch interconnects depend on the 
number of levels, which depends on the system size. In the 
circuit implementation of HTBFT, a bus between each two 
switches has 12 wires, 8 for data and 4 for control signals. 
Considering a system of 256 IP blocks, the length of Ha+1,a 
and Va+1,a are calculated. The number of wiring levels is 
seven. The number of repeaters equals 960. The area of the 
repeaters equals 20880 µm2 (it is double the area of the 
repeaters in the conventional BFT). The power dissipation 
is presented in Table 2. The power dissipation is increased 
by 6%.  

 
 
 
 

Table 2: Power dissipation of repeaters and switches for HT-/BFT 
Architecture Number of 

repeaters 
Power 
dissipation in 
interswitch 
links (%) 

Power 
reduction 
(%) 

BFT 960 8.5  
HT-BFT 1920 16.2 6 
 
The horizontal wiring is distributed in the metal layer no. 

11 and the vertical wiring is distributed in the metal layer 
no. 12. The total length of horizontal wires equals 4800 
mm (it is 5% of the total metal resources available in metal 
11). Similarly, the total length of vertical wires is 5% of 
the total metal resources available in metal 12. For the 
proposed design, double the number of interswitch links is 
required to achieve the communication between each two 
switches. Therefore, the total metal resource to implement 
the proposed architecture is 10%. The extra metal 
resources to achieve the proposed architecture are 
negligible as compared to the available metal resources.  

Considering the same die size of 20mm x 20mm and the 
system size of 256 IPs, the power dissipation and the 
required metal resources of other NoC topologies are 
shown in Table 3. Since the interswitch links is short 
enough in CLICHÉ, there is no need for repeaters within 
the interconnects. By applying the proposed high 
throughput architecture, the HTBFT topology requires the 
minimum area and power dissipation as compared to the 
other NoC topologies.  

 
Table 3: Power dissipation and metal resources for different NoC 

Architecture Number 
of 
repeaters 

Power 
dissipation of  
interswitch 
links and 
repeaters (%) 

Metal 
resources 
(%) 

CLICHÉ 0 5.4 7 
HT-
CLICHÉ 

0 10.5 14 

Octagon 3810 5.2 8 
HT-
Octagon 

7680 10.2 16 

SPIN 12288 24.8 28 
HT-SPIN 24576 40.4 56 
 
As feature size decreases, more IPs could be integrated 

in a single chip. System overhead is determined for the 
adopted architectures for different technology nodes as 
shown in Table 4. The extra power dissipation is 1% of the 
total power dissipation of the BFT architecture for 45 nm.  

With the advance in technology, the available metal 
resources in the same die size increases. The number of 
switches is also increased. The required metal resources to 
implement the HTBFT are increased by smaller rate than 
the rate of increase of the available metal resources with 
the advance in technology. The extra metal resources and 
power dissipation to implement the HTBFT decrease. The 
extra metal resource for HTBFT is 3% of the available 
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metal resources. The HTBFT is becoming more efficient 
as technology advances.  

 
Table 4: Power dissipation of interswitch links and repeaters for different 

technology nodes 
Technology 
node 

Number 
of IPs 

Power dissipation of interswitch links and repeaters 
(%) 
HT-BFT HT-

CLICHÉ 
HT-
Octagon 

HT-SPIN 

130 nm 361 17.1 14.1 14.1 58.1 
90 nm 729 8.3 9.1 9.1 50.3 
65 nm 1849 4.6 5.2 5.4 49.1 
45nm 5625 1.2 2.7 3.1 43.8 

 
For SPIN, the extra power dissipation to achieve the 

proposed HTSPIN architecture is 22% of the total power 
dissipation. The extra metal resources are more than 100% 
of the available metal resources (metal 11 and metal 12). 
Two more metal layers are needed to layout the proposed 
architecture. Therefore, the overhead in the HTSPIN is 
high. Applying the high throughput architecture on the 
SPIN topology is not recommended.  
However the proposed architecture has an overhead in 
power dissipation and metal resources, the overhead 
decreases as technology advances. The proposed 
architecture is efficient in improving the network 
throughput. In the future technologies, the proposed 
architecture is becoming more power efficient as well as 
throughput efficient. In the following section, an efficient 
power reduction technique is proposed to make the 
proposed architecture further efficient from the power 
dissipation point of view.     

6. Conclusions 

In this paper, high throughput NoC architecture is 
proposed. The proposed architecture is applied to different 
NoC topologies. The area of the switch is decreased by 
18% as compared to the area of conventional NoC switch. 
The total metal resources to implement the proposed high 
throughput NoC is increased by less than 10%. It is shown 
that optimizing the circuit can increase the number of 
virtual channels without degrading the frequency. The 
throughput of different NoC topologies is improved with 
the proposed architecture. Throughput is increased by up 
to 40%. 

The power characteristics of different high throughput 
NoC topologies are presented. The extra power dissipation 
to achieve the proposed high throughput architecture is as 
low as 1% of the total power dissipation of the network. 
The power dissipation of NoC switches is more than 60% 
of the total power dissipation of the on chip network. The 
percent of power dissipation of the interswitch links and 
repeaters decreases with increasing the number of IP 
blocks. Reducing power dissipation should be focused on 

reducing the power dissipation of the switches. The 
proposed switch and network architecture are becoming 
more efficient as technology advances. Power overhead 
decreases with the future technologies.  
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