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Abstract 

Text mining is one of the most important tools in 
Information Retrieval. Text clustering is the process of 
classifying documents into predefined categories 
according to their content. Existing supervised learning 
algorithms to automatically classify text requires sufficient 
documentation to learn exactly. In this paper, Niching 
memetic algorithm and Genetic algorithm (GA) is 
presented in which feature selection an integral part of the 
global clustering search procedure that attempts to 
overcome the problem of finding optimal solutions at the 
local less promising in both clustering and feature 
selection. The concept of confusion matrix is then used for 
derivative works, and finally, hybrid GA is included for 
the final classification. Experimental results show benefits 
by using the proposed method which evaluates F-measure, 
purity and results better performance in terms of False 
positive, False negative, True positive and True negative. 

Keywords: Text mining, GA, Confusion matrix, F-
measure 

1. Introduction 

In Text data mining, Text classification has 
become one of the most important techniques. The task is 
to automatically classify documents into predefined 
classes based on their content. Many algorithms have been 
developed to deal with document clustering. With the 
existing algorithms, a number of newly established 
processes are involving in the automation of Document 
clustering. It has been observed that for the purpose of 
Document clustering the concept of association rule is 
very well known. Association rule mining finds interesting 
association or correlation relationships among a large set 
of data items. The discovery of these relationships among 
huge amounts of transaction records can help in many 
decision making process. On the other hand, the confusion 
matrices use the maximum a posteriori estimation for 
learning a classifier. It assumes  

 

that the occurrence of each word in a document is 
conditionally independent of all other words in that 
document given its class.  

The confusion matrix is more commonly named 
contingency table in which the matrix could be arbitrarily 
large. The number of correctly classified instances is the 
sum of diagonals in the matrix; all others are incorrectly 
classified accurately. Improved Genetic algorithm starts 
with an initial population which is created consisting of 
randomly generated rules. Each rule can be represented by 
a string of bits. Based on the notion of survival of the 
fittest, a new population is formed to consist of the fittest 
rules in the current population, as well as offspring of 
these rules. Typically, the fitness of a rule is assessed by 
its classification accuracy on a set of training examples. 

This paper presents an improved genetic 
algorithm which is used to evaluate the weights of the 
metrics such as F-measure, purity and accuracy. We apply 
improved genetic algorithm to find out and identify the 
potential informative features combinations for 
classification and then use the F-Measure to determine the 
fitness in genetic algorithm. The improved GA is general 
purpose search algorithm which provides rules inspired by 
natural genetic populations to evaluate solutions to 
problems. In our method, not as usual, an individual is 
joined together of the real-coded metrics’ weight, and it’s 
more natural to indicate the optimization problem in the 
continuous domain.  

2. Literature Review 

A. K. Santra, C. Josephine Christy and              B. 
Nagarajan [1] have proposed that cluster based niche 
memetic and genetic algorithm have been designed & 
implemented by optimizing feature selection of text in the 
document repository. The contribution of genetic 
algorithm works with an evaluation of fitness function. 
Accuracy can be calculated through the document 
clustering. S. Areibi and Z. Yang [2] have proposed 
several local search operations to effectively design an 
MA for simultaneous clustering and feature selection. 
which incorporate local searches with traditional GAs, 
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have been proposed and  applied successfully to solve a 
wide variety of optimization problems. These studies show 
that pure GAs are not well suited to fine tuning structures 
in complex search spaces and that hybridization with other 
techniques can greatly improve their efficiency. S. Wu et 
al.[3] have proposed about data clustering is a common 
technique for statistical data analysis and has been used in 
a variety of engineering and scientific disciplines such as 
biology (genome data). Y. Zhao and G. Karypis [5] have 
proposed the purity of a cluster represents the fraction of 
the cluster corresponding to the largest class of documents 
assigned to that cluster; thus, the purity of the cluster. 

One way of approaching this challenge is to use 
stochastic optimization schemes, prominent among which 
is an approach based on genetic algorithms (GAs). The 
GA is biologically inspired and embodies many 
mechanisms mimicking natural evolution. It has a great 
deal of potential in scientific and engineering optimization 
or search problems. Recently, hybrid methods [8], which 
incorporate local searches with traditional GAs, have been 
proposed and applied successfully to solve a wide variety 
of optimization problems. These studies show that pure 
Gas [16] are not well suited to finetuning structures in 
complex search spaces and that hybridization with other 
techniques can greatly improve their efficiency. GAs that 
have been hybridized with local searches are also known 
as memetic algorithms (MAs) [7]. 

Traditional GAs and MAs are generally suitable 
for locating the optimal solution of an optimization 
problem with a small number of local optima. Complex 
problems such as clustering, however, often involve a 
significant number of locally optimal solutions. In such 
cases, traditional GAs and MAs cannot maintain 
controlled competitions among the individual solutions 
and can cause the population to converge prematurely [3]. 
To improve the situation, various methods [7], (usually 
called niche methods) have been proposed. The research 
reported shows that one of the key elements in finding the 
optimal solution to a difficult problem with a GA 
approach is to preserve the population diversity during the 
search, since this permits the GA to investigate many 
peaks in parallel and helps in preventing it from being 
trapped in local optima. GAs are naturally applicable to 
problems with exponential search spaces and have 
consequently been a significant source of interest for 
clustering [6, 10]. For example, in [4] proposed the use of 
traditional GAs for partitioned clustering. These methods 
can be very expensive and susceptible to becoming 
trapped in locally optimal solutions for clustering large 
data sets.  

In [8] introduced hybrid GAs by incorporating 
clustering-specified local searches into traditional GAs. In 
contrast to the methods proposed in [11] and [12], 

clustering based on hybrid GAs can be more efficient, but 
these techniques can still, however, suffer from premature 
convergence. Furthermore, all of the above methods may 
exhibit limited performance, since they perform clustering 
on all features without selection. GAs have also been 
proposed for feature selection [7]. However, they are 
usually developed in the supervised learning context, 
where class labels of the data are available, and the main 
purpose is to reduce the number of features used in 
classification while maintaining acceptable classification 
accuracies. The second (and related) theme is feature 
selection for clustering, and feature selection research has 
a long history, as reported in the literature.  

Feature selection in the context of supervised 
learning, adopts methods that are usually divided into two 
classes filters and wrappers based on whether or not 
feature selection is implemented independently of the 
learning algorithm. To maintain the filter/wrapper 
distinction used in supervised feature selection, we also 
classify feature selection methods for clustering into these 
two categories based on whether or not the process is 
carried out independently of the clustering algorithm [13, 
14, 15]. The filters in clustering basically preselect the 
features and then apply a clustering algorithm to the 
selected feature subset. The principle is that any feature 
carrying little or no additional information beyond that 
subsumed by the remaining features is redundant and 
should be eliminated. 

3. Document Clustering 
While document clustering can be valuable for 

categorizing documents into meaningful groups, the 
usefulness of categorization cannot be fully appreciated 
without labeling those clusters with the relevant keywords 
or key phrases that describe the various topics associated 
with them. A highly accurate key phrase extraction 
algorithm, called Core Phrase is proposed for this 
particular purpose. 

Core Phrase works by building a complete list of 
phrases shared by at least two documents in a cluster. 
Phrases are assigned scores according to a set of features 
calculated from the matching process. The candidate 
phrases are then ranked in descending order and the top L 
phrases are output as a label for the cluster. While this 
algorithm on its own is useful for labeling document 
clusters, it is used to produce cluster summaries for the 
collaborative clustering algorithm. 

Document clustering is used to organize a large 
document collection into distinct groups of similar 
documents. It discerns general themes hidden within the 
corpus. Applications of document clustering go beyond 
organizing document collections into knowledge maps. 
This can facilitate subsequent knowledge retrievals and 
accesses. Document clustering, for example, has been 
applied to improve the efficiency of text categorization 
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and discover event episodes in temporally ordered 
documents. In addition, instead of presenting search 
results as one long list, some prior studies and emerging 
search engines employ a document clustering approach to 
automatically organize search results into meaningful 
categories and thereby support cluster-based browsing. 

 

 

 

 

 

 

 

 

 

 

Fig 1 : Document Clustering using confusion matrices 

on Improved GA algorithm 

4. Feature Selection 
 

Feature selection is important for clustering 
efficiency and effectiveness because it not only condenses 
the size of the extracted feature set but also reduces any 
potential biases embedded in the original (i.e., non-
trimmed) feature set . Previous research commonly has 
employed feature selection metrics such as TF (term 
frequency), TF×IDF (term frequency × inverse document 
frequency), and their hybrids. 

Unlike the non-LSI-based document clustering 
approach, which typically involves a feature selection 
phase, the LSI-based approach to clustering monolingual 
documents employs LSI to reduce the dimensions and 
thereby improve both clustering effectiveness and 
efficiency. Its process generally commences with feature 
extraction, followed by document representation. 

4.1 Confusion Matrix 

A confusion matrix contains information about 
actual and predicted classifications done by a classification 
system. Performance of such systems is commonly 
evaluated using the data in the matrix. The following table 
shows the confusion matrix for a two class classifier. 

 

  Predicted 

  Negative Positive 

Actual Negative a b 

Positive c d 

The entries in the confusion matrix have the following 
meaning in the context of our study: 

 a is the number of correct predictions that an 
instance is negative, 

 b is the number of incorrect predictions that an 
instance is positive, 

 c is the number of incorrect of predictions that an 
instance negative, and 

 d is the number of correct predictions that an 
instance is positive. 

 
Several standard terms have been defined for the 2 class 
matrix: 

 The accuracy (AC) is the proportion of the total 
number of predictions that were correct. It is 
determined using the equation: 
                 a + d 

             AC   =                            -----------> (1) 
                          a + b + c + d 
 The recall or true positive rate (TP) is the proportion of 
positive cases that were correctly identified, as calculated 
using the equation: 

         
           d 

           TP  =                             -----> (2)                                              
                      c + d 

 
 The false positive rate (FP) is the proportion of 

negatives cases that were incorrectly classified as 
positive, as calculated using the equation: 

                           
                          b 
              FP =                                     ------> (3) 
          a + b 

 
 The true negative rate (TN) is defined as the 

proportion of negatives cases that were classified 
correctly, as calculated using the equation: 

Datas
ets 

Document 
cluster 

Relevant 
Documen

Improved Niche 
memetic algorithm 

Feature 
selectio
n 

Improved 
GA 
algorithm

Confusion 
matrices Sum of diagonals 

Best 
combination 

Measured  
False positive, 
False negative, 
True positive 
and True 
negative 
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            a 
              TN =                                   -------> (4) 
                        a + b 

 The false negative rate (FN) is the proportion of 
positives cases that were incorrectly classified as 
negative, as calculated using the equation: 

                            c 
              FN =                                   ------->(5) 
                         c + d 

 Finally, precision (P) is the proportion of the 
predicted positive cases that were correct, as 
calculated using the equation: 

                         d 
                P =                                   -------> (6) 
                      b + d 

The accuracy determined using equation 1 may 
not be an adequate performance measure when the number 
of negative cases is much greater than the number of 
positive cases. Suppose there are 1000 cases, 995 of which 
are negative cases and 5 of which are positive cases. If the 
system classifies them all as negative, the accuracy would 
be 99.5%, even though the classifier missed all positive 
cases. Other performance measures account for this by 
including TP in a product: for example, geometric 
mean (g-mean), as defined in equations 7 and 8, and F-
Measure (Lewis and Gale, 1994), as defined in equation 9. 

 
                     g-mean1 = √TP*P         --------> (7) 
 

       g-mean2 = √TP*P         --------> (8) 
 
 (β2 + 1) * P * TP 

                     F =                                     --------> (9) 
                Β2 * P + TP 

In equation 9, b has a value from 0 to infinity and is used 
to control the weight assigned to TP and P. Any classifier 
evaluated using equations 7, 8 or 9 will have a measure 
value of 0, if all positive cases are classified incorrectly. 
 

4.2. Niching Memetic Algorithm 
One of the key elements in overcoming less 

promising locally optimal solutions of a difficult 
optimization problem with a GA approach is to preserve 
the population diversity during the search. In this section, 
we introduce a modification of the niching method and 
integrate it into our GA to preserve the population 
diversity during the simultaneous search for clustering and 
feature selection. 

The niching method presented was designed for 
clustering where no feature selection is required and the 
number of clusters is known beforehand. In this method, a 
niching selection with a restricted competition 
replacement was developed to encourage mating among 
similar solutions while allowing for some competitions 

among dissimilar solutions. The flow of the algorithm is 
given as follows: 

Step 1: Initialize the population_size p 
Step 2: For each p in initial population, p = local search 
(p)  
Step 3: Calculate unified criterion for each of the 
offspring. If the fitness of the offspring is better than its 
paired solution, then the latter is replaced. 
Step 4: Provide the feature subset and cluster centers of 
the solution from the terminal population with the best 
fitness.  
4.3. GA Algorithm 

A genetic algorithm (GA) is a search heuristic 
that mimics the process of natural evolution. This heuristic 
is routinely used to generate useful solutions to 
optimization and search problems. Genetic algorithms 
belong to the larger class of evolutionary algorithms (EA), 
which generate solutions to optimization problems using 
techniques inspired by natural evolution, such as 
inheritance, mutation, selection, and crossover. The flow 
of the algorithm is given as follows: 

Input: document set DS, number of generations n 
Output: best classifier over DS 
 
Step 1: Evaluate the sets of candidate positive and 
negative terms 
Step 2: Create the population oldPop and initialize each 
chromosome 
Step 3: Evaluate the fitness of each chromosome in 
oldPop 
Step 4: Copy in NewPop the best r chromosomes of 
oldPop 
 
 
 
Step 5: While size(newPop) < size(oldPop) 
             - select parent1 and parent2 in oldPop  
             - generate kid1, kid2 through crossover(parent1, 
parent2) 

- apply mutation, i.e., kid1 = mut(kid1) and kid2 
= mut(kid2) 

- apply the repair operator ρ to both kid1 and kid2 
- add kid1 and kid2 to newPop 

step 6: oldPop = newPop 
- Select the best chromosome K in oldPop; 
- Eliminate redundancies from K; 

step 7: classifier associated with K. 
 
5. Performance Evalution 

The performance of improved GA on Documents 
is evaluated in this section. Let us suppose that we have 
obtained a clustering solution with feature selection. Since 
the quality of clusters depends on the particular 
application, there is no standard criterion for evaluating 
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clustering solutions. We compute classification errors, 
since we know the “true” clusters of the synthetic data and 
the class labels of the real data. This is done by first 
running the algorithm to be tested on each data set. Next, 
each cluster of the clustering results is assigned to a class 
based on examining the class labels of the data objects in 
that cluster and choosing the majority class. After that, the 
classification errors are computed by counting the number 
of misclassified data objects. For the identification of 
correct clusters, initially we report the number of clusters 
found. We stress that the class labels are not used during 
the generation of the clustering results, and they are 
intended only to provide independent verification of the 
clusters.  

The feature recall and precision are reported on 
synthetic data, since the relevant features are known a 
priori. Recall and precision are concepts from text 
retrieval. Feature recall is the number of relevant features 
in the selected subset divided by the total number of 
relevant features. Feature precision is the number of 
relevant features in the selected subset divided by the total 
number of features selected. These indices give us an 
indication of the quality of the features selected. High 
values of feature recall and precision are desired. Note 
that, with respect to the real data, we report only the 
number of feature selected, since the relevant features are 
unknown. 

 
6. Experimental Result and Discussion 

The proposed method was tested with a file of 
100 historical documents. The datasets were taken as 
related topic of Data mining, Image processing and 
Networking. For each dataset, 30% of the documents are 
randomly selected as test documents, and the rest are used 
to create training sets as follows: γ percent of the 
documents from the positive class is first selected as the 
positive set P. The rest of the positive documents and 
negative documents are used as unlabeled set U. We range 
γ percent from 10%- 50% to create a wide range of 
scenarios.  

Fig 2 Clustered DataSet 

Preliminarily, documents were subjected to the 
following pre-processing steps: (1) First, we removed all 
words occurring in a list of common stopwords, as well as 
punctuation marks and numbers; (2) then, we extracted all 
n-grams, defined as sequences of maximum three words 
consecutively occurring within a document (after 

stopword removal)5; (3) at this point we have randomly 
split the set of seen data into a training set (70%), on 
which to run the GA, and a validation set (30%), on which 
tuning the model parameters. We performed the split in 
such a way that each category was proportionally 
represented in both sets (stratified holdout). Based on the 
term frequency and inverse document frequency, the term 
weight will be calculated.  

 

Fig 3: Confusion matrix on text documents 

The performance results are measured in terms of 
F-measure, purity and false positive rate according to the 
Number of documents and Cluster object. 

 

 

 
 
 
 

Fig 4: Cluster object vs F-measure 
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Fig 5: Cluster vs purity 

     Fig 6: Cluster Object vs False positive rate 
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Figure (4), (5) and (6) shows the result of F-
measure, purity and false positive rate with respect to the 
cluster object. The proposed algorithm improved GA gives 
the better result compared with existing method, Niching 
memetic algorithm. 
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Fig 7: No. of Documents vs F-measure 
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Fig 8: No. of Documents vs Purity 
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Fig 9: No. of documents vs false positive rate  

 
Figure (7), (8) and (9) depicts the performance 

result of F-measure, purity and false positive rate 
according to the Number of documents. It is observed that 
improved GA performs the well. By comparing niching 
memetic algorithm with improved GA, proposed improved 
GA can efficiently recover solutions with low 
classification errors 
 
6. CONCLUSION 

The improved Niche memetic algorithm and 
improved genetic algorithm have been designed and 
implemented by using confusion matrices. Our proposed 
method is applied to real data sets with an abundance of 
irrelevant or redundant features. Improved GA relies on 

confusion matrices and uses the F-measure as the fitness 
function. In this case, identifying a relevant subset that 
adequately captures the underlying structure in the data 
can be particularly useful. Additionally, as a general 
optimization framework, the proposed algorithm can be 
applied for text mining. In such a case, an unbiased 
clustering criterion in some sense is produced by 
computing the mutual information between clusters, thus 
enabling a better verification of the properties of the 
proposed optimization scheme. We conclude by remarking 
that we consider the experimental results can further be 
improved through a fine-tuning of the GA parameters. 
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