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Abstract 

Image Classification has a significant role in the field of medical 
diagnosis as well as mining analysis and is even used for cancer 
diagnosis in the recent years. Clustering analysis is a valuable 
and useful tool for image classification and object diagnosis. A 
variety of clustering algorithms are available and still this is a 
topic of interest in the image processing field. However, these 
clustering algorithms are confronted with difficulties in meeting 
the optimum quality requirements, automation and robustness 
requirements. In this paper, we propose two clustering algorithm 
combinations with integration of K-Means algorithm that can 
tackle some of these problems. Comparison study is made 
between these two novel combination algorithms. The 
experimental results demonstrate that the proposed algorithms 
are very effective in producing desired clusters of the given data 
sets as well as diagnosis. These algorithms are very much useful 
for image classification as well as extraction of objects. 
Keywords: Clustering algorithm, Image classification, Road 
extraction, Image segmentation. 

1. Introduction 

Clustering is a process which separate a given dataset into 
homogeneous groups based on specific requirements. The 
similar objects are kept in a group whereas dissimilar 
objects are in different groups. Clustering plays an 
important role in various fields including image 
processing, mobile communication, computational biology, 
medicine and economics. The main objective of this paper 
is to provide a segmentation algorithm which will be used 
in image classification tool in an effective manner. 
Another objective is pattern recognition. Edge detection is 
having a significant role in pattern recognition. We have 
combined the successful clustering algorithm called K-
Means clustering algorithm with the edge detection 

algorithms like LoG filter and Prewitt filter. The images 
used for this purpose are both satellite images [1, 2] and 
synthetic datasets. The image is classified with the K-
Means algorithm and Log Filter combination as well as K-
Means algorithm and Prewitt filter combination. 
 
Image classification includes two steps: 
a) Segmentation step 
b) Classification step 
Motivated with this, we propose, in this paper, the image 
segmentation and classification done using K-Means and 
Laplacian of Gaussian filters or Prewitt Filter. Our 
algorithm has no specific requirement of prior knowledge 
of any parameters and the mathematical details of the data 
sets. We have tested our algorithm on number of synthetic 
dataset as well as real world dataset. The experimental 
results are shown in section IV for visual judgment of the   
performance of the proposed algorithm. We have used 
known data sets as well as some real world data sets for 
the testing. 
 
The manuscript is organized as follows. We have 
explained the concept of K-Means algorithm, LoG filter 
and Prewitt filter in section 2. The proposed integrated 
algorithm is presented in section 3. The experimental 
results for visual judgment are shown in section 4 
followed by the conclusion in section 5. 

2. Terminologies 

2.1 K – Means Algorithm 

K-Means algorithm is a well known clustering algorithm 
popularly known as Hard C Means algorithm. This 
algorithm splits the given image into different clusters of 
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pixels in the feature space, each of them defined by its 
center. Initially each pixel in the image is allocated to the 
nearest cluster. Then the new centers are computed with 
the new clusters. These steps are repeated until 
convergence. Basically we need to determine the number 
of clusters K first. Then the centroid will be assumed for 
these clusters. We could assume random objects as the 
initial centroids or the first K objects in sequence could 
also serve as the initial centroids. 
 
The K means algorithm in a logical representation: 
Execute the below steps until convergence. 
 
Do the following while no object move group. 
a) Determine the centroid coordinate (Random 
assignment). 
b) Determine the distance of each Object pixel to the   
     Centroids. 
c) Group the object based on minimum distance with the   
    Centroid. 

2.2 Laplacian of Gaussian (LoG) filter  

A 2-D isotropic measure of the 2nd spatial derivative of 
an image is called as Laplacian. The Laplacian of an 
image showcase the regions of rapid intensity change. 
For this specific property this algorithm is popularly 
used for edge detection. For example in zero crossing 
edge detectors, this algorithm is well placed. We need to 
pre format the image in order to reduce its sensitivity to 
noise. The image is smoothed by approximating a 
Gaussian smoothing filter. 

 
 Fig. 2.1: 3D Filter preview 

That’s why the name is Laplacian of Gaussian filter 
(LoG), which is a combination of a Laplacian and 
Gaussian filter. The characteristic are determined by the 
s parameter and the kernel size as shown in the 
mathematical expression of the kernel as shown below:  

   … Eqn. 2.1 

Find the fig 2.1 "3D Filter Preview" in the Output 
Options. The shape of the kernel could be monitored in 
3D while modifying the kernel parameters: 

Because of the kernel shape Laplacian of Gaussian filters 
are also called as Mexican hat filters. 

The kernel size should be selected large enough to 
accommodate the negative values. This could positively 
impact the Gaussian smoothing filter. 

 
2.3 Prewitt Filter 

The Prewitt Filter is another well known edge detection 
filter uses two 3X 3 kernels. One kernel is used for the 
changes in the horizontal direction and another kernel is 
for the changes in the vertical direction. Assume Gx and 
Gy as two images that contain the horizontal and vertical 
derivative approximations respectively. The computations 
are: 

 

Gx =    and Gy =    

      
      
     … Eqn. 2.2 

Where: I is the original source image. 
The X and Y coordinates are defined as increasing in the 
right-direction and the down-direction respectively. Gx 
and Gy are computed by moving the appropriate kernel 
(window) over the input image. Simply computing the 
value for one pixel and then shifting one pixel to the right 
and once the end of the row is reached, then move down to 
the beginning of the next row. 
 

3. Proposed Algorithm 

The basic principle of the proposed algorithm is 
integrating the K-Means algorithm with LoG filter and 
Prewitt filter as follows.  

Algorithm: 1 

Step 1: Read the RGB Image available for classification.  

Step 2: Convert available image from RGB color space 
to L*a*b* color Space 

Step 3: Classify the colors in 'a*b*' space using K-means    
clustering algorithm 

Step 4: Label every pixel of the image using the results 
from K-means algorithm 

Step 5: Create images that segment the image by color. 
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Step 6: Segment the nuclei of the image into a separate 
image 

Step 7: The Laplacian of Gaussian filter finds edges by 
looking for zero crossings. 

Algorithm: 2 

Step 1: Do the Step 1 to 6 proposed in the algorithm 1 

Step 2: Prewitt Filter finds edges by looking for zero 
crossings. 

The proposed algorithms consist of two phases. In the 
first phase, we construct the clusters using the K-Means 
algorithm. If k and d are fixed as per the algorithm, the 
problem can be exactly solved in time O (ndk+1 log n), 
where n is the number of entities to be clustered. In the 
second phase we find the classified image by the way of 
filtering the clusters through a Laplacian and Gaussian 
filter or through a Prewitt Filter. 

  
Laplacian of Gaussian: 

A 2-D isotropic measure of the 2nd spatial derivative of 
an image is called as Laplacian. The Laplacian of an 
image showcase the regions of rapid intensity change. 
For this specific property this algorithm is popularly 
used for edge detection. For example in zero crossing 
edge detectors, this algorithm is well placed. We need to 
pre format the image in order to reduce its sensitivity to 
noise. The image is smoothed by approximating a 
Gaussian smoothing filter..  

The Laplacian L(x, y) of the given image with pixel 
intensity values I(x, y) is as provided below:  

    

 … Eqn. 3.1 

The input image is represented as set of discrete pixels. 
The discrete convolution kernel could be identified by 
approximating the second derivatives as per the 
definition of the Laplacian. Three commonly used small 
kernels are shown as in Figure 3.1.  

 
0 1 0 
1 -4 1 
0 1 0 
 

1 1 1 
1 -8 1 
1 1 1 

 
-1 2 -1 
2 -4 2 
-1 2 -1 

Figure 3.1 Three commonly used discrete 
approximations to the Laplacian filter.  

The kernels are very much sensitive to noise since they 
are approximating to a second derivative measurement 
on the image. To overcome this, the images are 
smoothed with Gaussian filter before applying the 
Laplacian filter. While smoothing the noise components 
are removed as much as possible. This mainly eliminates 
the high frequency noise components.  

Gaussian smoothing filter will be convolved with the 
Laplacian filter, and then convolve this hybrid filter with 
the given image to achieve the required result for the 
following advantages.  

This method requires far fewer arithmetic operations and 
only one convolution needs to be performed at run-time 
on the image.  

The 2-D LoG function centered at zero with Gaussian 
standard deviation σ as shown below:  

   … Eqn. 

3.2 and is shown in Figure 3.2. 

  
 

 Fig. 3.2: LoG function centered at zero with Gaussian 
standard deviation σ 

0 1 1 2 2 2 1 1 0 

1 2 4 5 5 5 4 2 1 

1 4 5 3 0 3 5 4 1 

2 5 3 -12 -24 -12 3 5 2 

2 5 0 -24 -40 -24 0 5 2 

2 5 3 -12 -24 -12 3 5 2 

1 4 5 3 0 3 5 4 1 

1 2 4 5 5 5 4 2 1 

0 1 1 2 2 2 1 1 0 
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Fig. 3.3 Discrete approximation to LoG function with 
Gaussian σ = 1.4  

 

Prewitt Filter 

The Prewitt Filter is another well known edge detection 
filter uses two 3X 3 kernels. One kernel is used for the 
changes in the horizontal direction and another kernel is 
for the changes in the vertical direction.  

The below example shows the calculation of the value 
Gx: 

 

a1
1 

a1
2 

a1
3 

…  

a2
1 

a2
2 

a2
3 

…  

a3
1 

a3
2 

a3
3 

…  

 … … … …  

     

Fig. 3.4: Input Image 

 

Kernel = 

 

1 0 -1 

1 0 -1 

1 0 -1 

 

b1
1 

b12 b1
3 

…  

b2
1 

b2
2 

b2
3 

…  

b3
1 

b32 b3
3 

…  

 … … … …  

     

Fig. 3.5: Output image (Gx) 

 

b22 = -a11+a13+a21+a23+a31+a33    … Eqn. 3.3 

4. Experimental Results 

We have tested our algorithm using MATLAB 7. The 
experiments were performed on a Intel Core 2 Duo 
Processor machine with T9400 chipset, 2.53 GHz CPU 

and 2 GB RAM running on the platform Microsoft 
Windows Vista. To investigate, we first run the K Means 
algorithm and the input image with region of interest is 
divided into various clusters as shown in fig 4.2, fig 4.3 
and fig 4.4. Then the clusters are passed through a LoG 
filter and the resultant image shown in fig 4.6. The 
segmented clusters through K-Means algorithm then 
passed through the Prewitt filter and the resultant image 
is shown in fig 4.5. The outputs from LoG and Prewitt 
filters are compared. 

 
Fig. 4.1: Original Image (Best Case) 

 
Fig. 4.2: Objects in first Cluster 

 
Fig 4.3: Objects in Second Cluster 
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Fig. 4.4: Objects in third cluster 

 
Fig. 4.5: Output of Prewitt Filter (Extracted Road)     

 
Fig. 4.6: Output of LoG Filter (Extracted Road) 

 

The same experiments are conducted with the satellite 
images and the results are provided below with 
descriptions. The comparison study is also done between 
these two algorithm combinations. The above results i.e. 
with the synthetic images shows the best case scenario 
and the below results shows the worst case scenario with 
the poor satellite images. 

     

 
Fig. 4.7: Original Satellite Image (Worst Case) 

 
Fig. 4.8: Objects in first Cluster 

 
Fig. 4.9: Objects in Second Cluster 
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Fig. 4.10: Objects in third Cluster 

 
Fig. 4.11: LoG Filter output (Extracted Road) 

 
Fig. 4.12: Prewitt Filter output (Extracted Road) 

5. Conclusions 

In this paper, we have combined K Means algorithm 
with Laplacian of Gaussian algorithm and compared that 
with the combination of K Means algorithm with Prewitt 
Filter. The integrated novel clustering algorithms for 
image classification are tested with different images 
including satellite images. We found that the later is 
performing well compared to the earlier. These 
algorithms are robust and very effective in producing 

desired classifications especially in the field of pattern 
recognition as per the region of interest as demonstrated 
by the experimental results. 

 
In future different neural network algorithms can be 

used to classify the satellite images instead of Prewitt and 
LoG filters in the above novel algorithm and the 
classification results of those will be compared with the 
existing algorithms. 
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