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Abstract 
The aim of this paper is to give briefing of the concept of 
network-on-chip and programming model topics on 
multiprocessors system-on-chip world, an attractive and 
relatively new field for academia. Numerous proposals from 
academia and industry are selected to highlight the evolution of 
the implementation approaches both on NoC proposals and on 
programming models proposals. 
Keywords: Survey, Network-on-Chip, Parallel Programming, 
Multiprocessor 

1. Introduction 

Future embedded System-on-Chip (SoC) will probably be 
made up of tens or hundreds of heterogeneous Intellectual 
Properties (IP) cores, which will execute one parallel 
application or even several applications running in parallel. 
These systems could be possible due to the constant 
evolution in technology that follows the Moore’s law, 
which will lead us to integrate more transistors on a single 
die, or the same number of transistors in a smaller die. 
For such SoCs, Network-on-Chip (NoC) architectures are 
the solution for the scalability problem. Traditional on-bus 
communication-based solutions, Figure 1a, pose serious 
problems related to the integration of several IP cores. 
When the number of participating components connected 
is between four and ten, the bus system will produce a 
performance bottleneck problem [1].  
An alternative for on-bus communication solution is to 
substitute the bus connection by a fully crossbar system, 
Figure 1b, but as the number of participating components 
rises, the complexity of the wires could be dominant over 
the logical parts.  
Finally, NoC-based interconnection system was presented 
as the solution to these problems. The NoC [1][2][3][4][5] 
entails a unified solution to On-Chip communication and 
the possibility to do scalable systems at supportable levels 
of power consumption. In embedded MultiProcessor 
System-on-Chip (MPSoC) systems, NoCs can provide a 
flexible communication infrastructure, in which several 

components such as microprocessor cores, MCU, DSP, 
GPU, memories, and other IP components can be 
interconnected. 

 
Figure 1 Interconnection systems a) Bus-based system approach b) 

Crossbar-based system approach. 

NoCs have been extensively discussed in several regular 
publications and special issues, from journals to 
conferences and workshops, and also, the NoC topic has 
inspired symposiums like ACM/IEEE International 
Symposium on Network-on-Chip. Figure 2 shows the 
evolution of the interest the NoC topic has raised in the 
last decade in terms of hits when “network-on-chip” is 
searched in the IEEE Xplore digital library [6]. Figure 2 
also shows the evolution of another two topics combined 
with NoCs: publications about NoC-based MPSoC 
systems have been increasing their popularity year by year, 
whereas the other topic, parallel programming model for 
such systems, seems not to be increasing its popularity 
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among the academia, despite the interest shown by the 
industry in such topic. 
 

 
Figure 2 IEEE Xplorer hits for different “network-on-chip” searches. 

In this paper, we present an extended survey of NoC 
proposals and parallel programming models for MPSoC 
systems and examples of implementations from academia 
and industry. We analyzed over 100 relevant papers about 
NoC systems and parallel programming models proposals 
for MPSoCs. 

2. Hardware Proposals 

A large summary of NoC proposals is shown in Table 1 in 
subsection 2.4, where switching scheme and topology are 
given for each NoC and explained in the following 
subsections. Although Table 1 is very extensive, it is not 
possible to be all-inclusive. However, it is quite 
representative of NoC designs. 

2.1 NoC Components 

 

Figure 3 NoC representation. 

Basically, there are just three main components on a NoC-
based system: 

 Network Interface Controller (NIC). The NIC 
implements the interface between each IP node 
and the communication infrastructure. The 
architecture of the NIC component can be divided 
into two modules. The first one is focused on the 
interaction with the computation or memory node 
bus, and the other one is focused on the 
interaction with the rest of the NoC. This 
component is called in many different ways in 
NoC literature: NI for Network Interface, NA for 
Network Adapter, or RNI for Resource Network 
Interface are some examples. 

 
Figure 4 Generic Router block diagram from DUATO[107] (LC = Link 

Controller) 

 Router. Also called switch. These components 
are in charge of forwarding data to the next tail. 
On the routers we can find implemented the 
routing protocol, buffer capabilities and the 
switching method. In general, the router 
component is composed of the next elements: 
Arbitrer, which its main task is to grant channels 
(selecting an input port and an output port) and 
route packets; Crossbar, of n input x n output 
ports that direct the input packet to the 
corresponding output port; and buffer or queue, if 
that is the case – as it is in the packet switching 
protocols – which is used to buffer incoming and 
outgoing data in the router.  

 Links. Links are the specific connections that 
provide communication between components. 

2.2 Switching Method 

Traditional multiprocessor networks techniques have been 
adapted to on-NoC-based multiprocessor systems. There 
are basically two switching methods: Circuit-Switching 
and Packet-Switching. 
In Circuit-Switching, a path from source to destination is 
reserved before the information is emitted through the 
NoC components. All data are sent following the reserved 
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path, which is released after the transfer has been 
completed. 
In Packet-Switching, there is not a reserved path from 
source to destination; instead, data are forwarded hop by 
hop using the information contained in the packet. Thus, 
in each router the packets are buffered before being 
forwarded to the next router. 
In Packet-Switching we can distinguish three choices 
according to how packets are stored and forwarded to 
routers: Store-and-Forward, Virtual Cut-Through and 
Wormhole. 
 In Store-and-Forward protocol, the packet is stored 

completely before forwarded to the next hop. Thus, if 
the router in the path does not have sufficient buffer 
space, the packet is stalled. This method requires 
buffering capacity for at least one full packet. 

 In Virtual Cut-Through protocol, the packet is 
forwarded to the next hop once it is guaranteed that 
the full packet can be stored. The main difference 
with Store-and-Forward is that there is no need to 
wait for the storage of the complete packet before 
forwarding it to the next hop. However, this method 
also requires buffering capacity for at least one full 
packet. 

 In Wormhole protocol, each packet is further divided 
into small units called flits. There are three different 
types of flits; header, body and tail. The header flit 
reserves a path between hops and establishes a 
channel where one or many body flits – which 
contain the packet information – follow, and finally 
the tail flit releases the reserved path. The major 
advantage of Wormhole method is that there is no 
need of buffering capacity for a single packet. 

2.3 Topology 

Since NoC interconnection systems have replaced 
traditional bus interconnection systems, many topologies 
have been proposed, most of them adapted to the 
constraints of the embedded world from parallel 
multiprocessors systems. Topologies can be classified 
following geometric criteria as: 

 Regular topologies. Mesh-like, fat-tree, ring, torus or 
star are examples of regular topologies. Figure 5 

 Irregular topologies. Custom designs or application 
oriented designs as Figure 5 shows are examples of 
irregular topologies. 

But topologies can also be divided into networks where all 
nodes are attached to a core and networks where they are 
not: 
 Direct topologies. In direct topologies all nodes are 

attached to a computational or memory core. Mesh, 
torus or rings are examples of direct topologies. 
Figure 5 

 Indirect topologies. In indirect topologies not all 
nodes are attached to a core. Trees or star topologies 
are examples of indirect networks. Figure 5 

 
Figure 5 Some basic network topologies.  a) Mesh (up-left),  b) Torus 

(up-middle),  c) Ring (up-right),  d) Fat-tree (down-left), e) Custom 
(down-middle), and f) Star (down-right). All links are bidirectional. 

2.4 List of Proposals 

Many researches have been done in MPSoC field and in 
NoC interconnection system.  
In this section, we give a brief clarifying vision of the 
State-of-the-Art of NoC proposals. 
  

Table 1: NoC proposals summary (C: Circuit; P: Packet; WP: Wormhole Packet; SF: Store and Forward Packet; VT: Virtual Cut-Through Packet) 

  NAME YEAR SWITCHING TOPOLOGIES IMPLEMENTATION 

1 SPIN 2000 WP Fat-tree Synthesis, Simulator 

2 MESCAL  2001 P Custom Simulator 

3 MicroNet 2001 P Custom Simulator 

4 Carloni 2002 P Point-to-point No (analytical) 

5 Chain  2002 P Chain ASIC 

6 CLICHE 2002 P Mesh Simulator 

7 Eclipse 2002 P Mesh Simulator 
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8 J. HU et al. 2002 C Point-to-Point Simulator 

9 Octagon 2002 P Ring Simulator 

10 RAW 2002 WP Mesh ASIC 

11 Aethereal 2003 WP Custom Synthesis 

12 Pande P.P. et al. 2003 WP Butterfly Fat-Tree Synthesis, Simulator 

13 aSoC 2004 C Mesh Synthesis, Simulator 

14 Blackbus 2004 SF Mesh Simulator 

15 DyAD 2004 WP Mesh Synthesis, Simulator 

16 H.C. Chi et al. 2004 SF Torus ASIC 

17 Hermes 2004 WP Mesh FPGA, Simulator 

18 Microspider 2004 WP Ring Synthesis 

19 Mondinelli 2004 SF Fat-Tree ASIC 

20 Nexus 2004 C Crossbar ASIC 

21 Nostrum 2004 SF Mesh Simulator 

22 Proteo 2004 P Custom Point-to-Point Synthesis, Simulator 

23 Qnoc 2004 WP Mesh, Fat-Tree, Torus Synthesis 

24 RaSoc 2004 WP Mesh Synthesis 

25 Ring road 2004 SF Ring Simulator 

26 SNA 2004 P Crossbar, Star-Mesh Simulator 

27 T .Felicijian et al. 2004 WP Mesh Simulator 

28 ANOC 2005 WP Mesh Synthesis 

29 Arteris 2005 WP Custom Simulator, ASIC 

30 ASPIDA  2005 P Chain Synthesis, Simulator 

31 CDMA NoC 2005 P Star-Star, Star-Mesh Synthesis 

32 HiNoC  2005 C Mesh No (analytical) 

33 IMEC NoC 2005 VT Adaptable topology Synthesis 

34 J. Kim et al. 2005 WP Mesh, Torus Simulator 

35 J. Xu et al. 2005 P Crossbar Synthesis, Simulator 

36 Mango 2005 WP Mesh Synthesis 

37 Pnoc 2005 C Custom FPGA 

38 P. Wolkote et al. 2005 C Mesh Synthesis 

39 SDM NoC 2005 C Mesh Synthesis, Simulator 

40 SoCBus 2005 C Mesh ASIC 

41 Xpipes 2005 WP Custom Synthesis, Simulator 

42 A. Bouhraoua et al. 2006 WP Fat-Tree Synthesis, Simulator 

43 ASNoC  2006 P Custom Simulator 

44 B. Ahmad et al. 2006 WP Torus Simulator 

45 Crossroad 2006 P Irregular Synthesis, Simulator 

46 DSPIN 2006 C Mesh Synthesis, Simulator 

47 dTDMA 2006 C Bus Simulator 

48 H.G. Lee et al. 2006 P Custom Point-to-Point FPGA 

49 HIBI 2006 C/P Hierarchical Bus FPGA 

50 INoC  2006 P Irregular Simulator 

51 K. Lee et al.  2006 P Hierarchical Star Synthesis 

52 Lochside 2006 WP Mesh ASIC 
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53 N. Kavaldjev et al. 2006 WP Mesh Synthesis, Simulator 

54 ProtoNoC 2006 C Mesh Simulator 

55 R. Marculescu et al. 2006 WP Mesh Synthesis, Simulator 

56 Slim-spider 2006 VT Star Synthesis 

57 XGFT 2006 WP Fat-Tree Synthesis, Simulator 

58 Ambric MPPA NoC  2007 P Mesh ASIC 

59 B. Feero et al. 2007 WP 3D-Mesh Synthesis, Simulator 

60 IBM Cell EIB  2007 P Ring-Star ASIC 

61 Intel TeraFLOPS 2007 WP Mesh ASIC 

62 M. Hosseinabady et al. 2007 WP Custom Synthesis, Simulator 

63 NoCMaker 2007 C/P Mesh FPGA 

64 Pavlidis 2007 WP 3D-Mesh Synthesis 

65 Polaris 2007 WP 
Mesh, 3D-Mesh, Torus, 

Ring, Fat-tree  
Synthesis 

66 SCC NoC  2007 WP 3-Ary 2-Cube ASIC 

67 STNoC  2007 P Custom ASIC 

68 TRIPS  2007 WP Mesh ASIC 

69 Faust 2008 WP Mesh ASIC 

70 EVC-NoC  2008 P Mesh Simulator 

71 MoCSYS 2008 C/P Mesh FPGA 

72 Tile64  2008 WP Mesh ASIC 

73 ALPIN NoC 2009 P Mesh FPGA 

74 PMCNOC 2009 P Mesh Synthesis, Simulator 

75 XHiNoC  2009 WP Mesh FPGA 

76 RampSoC 2010 C/P 
Point-to-Point, Mesh, Star-

Wheels 
FPGA 

77 Qsys 2011 P Custom FPGA 

 

 

2.5 Conclusions of Proposals 

Table 1 represents several NoC prototypes developed in 
industries and in academic literature. The table presents 
some existing NoC prototypes that have been published 
with different network topologies and switching methods 
along the last decade. As it can be seen, the most 
commonly used topology is mesh-like (Figure 5). Intel-
TERAFLOPS [70] system is an example of industry NoC-
based MPSoC that uses a mesh topology, and it is 
composed of 80 homogeneous computing elements 
interconnected by an 8x10 2D-Mesh network topology. 
Custom topologies (Figure 5) are also frequent in literature. 
M. Hosseinabady et al. [71] NoC is an example of a 
custom or application-oriented topology. M. Hosseinabady 
et al. NoC topology is created from the Generalized de 
Bruijn Graph of the application. Another representative 
topology group is tree-like topologies. In this group, the 
most important ones are Fat-tree topologies (Figure 5). 

SPIN [9] or Polaris [74] systems are examples of NoC-
based systems using Fat-tree topology. From the switching 
method point of view, circuit switching is less used and 
preferable than packet switching methods, being 
Wormhole switching the most addressed protocol in 
literature and industry.  
Simulation and synthesis are the most popular 
evaluation and implementation methods, despite the 
fact that simulation can suffer from simplifications 
and inaccuracies, as it has been pointed in [106]. On 
the other hand, real prototyping can solve these 
problems, but making measurements becomes harder 
with higher costs. It is also relevant the presence of 
FPGA implementations. Recent FPGA devices 
already offer more than 1 million Logic Elements 
and more than 40 Megabits of embedded memory, 
which is large enough for MPSoC implementations, 
and it will become a cheaper way to implement 
MPSoC systems than ASIC option. 
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3. Programming Models Proposals 

As it has been remarked previously, the main reason to 
adopt the NoC paradigm is the will to answer the question 
“how to solve the scalability problem?”. 
However, there are many other variables to take into 
account, particularly adopting NoC architecture. Having a 
scalable communication system is not enough to achieve 
fully scalability, since it is mandatory for the programmer 
to have enough tools to design applications that will run 
efficiently on MPSoC systems.  
The programming model is the necessary way that permits 
programmers to abstract the logic of applications and 
translate it to the hardware platform system. Programming 
models are the bridge that must save the gap between 
hardware and software trying to raise productivity and 
efficiency. Therefore, if the programming model is 
developed from a hardware point of view (that is, bottom-
up) then programming the system could be a tough task, 
decreasing productivity. If the programming model is 
developed the other way around with a top-down approach, 
then the efficiency could be affected due to the difficulties 
that could appear when mapping the application in the 
hardware system. An additional goal that must be included 
in the many-core embedded systems is scalability. A 
programming model must provide scalability – that is, the 
increase of performance of the system while increasing the 
hardware resources assigned to the system. 

3.1 Traditional Parallel Programming Models 

Typically, there are two traditional parallel programming 
models: 
 Shared-memory model: when communication occurs 

implicitly through a global address space accessible 
for all processors. This model implies to ensure data 
coherence and synchronization. Systems based on 
this model usually have a shared memory 
architecture, which can suffer a performance 
bottleneck due to the memory hierarchy. 

 Message passing: when communication occurs 
between a sender and a receiver. Message passing 
model implies a set of processors with no shared 
address and also implies collaboration between 
sender and receiver. The most common primitives 
used for communication in this model are send and 
receive, and always a send operation must match a 
receive operation. This model could overcome the 
non-determinism and the scalability limits that cache 
coherence protocols introduce in shared memory 
architectures. The main drawbacks of message 
passing model are that the programmer must 
explicitly implement the parallelism and data 

distribution dealing with data dependencies and 
inter-process communication and synchronization.  

Other parallel programming models are: 
 Data parallel model: when data partitioning 

determines parallelism and several processors 
perform the same operation concurrently. 

 Thread-based model: when a process has multiple 
threads running concurrently.  

3.2 Existing Programming Models over NoC-Based 
Systems 

A large number of MPSoC-specific programming models 
have been defined in the last years based on shared 
memory or message passing models. Examples of 
programming models will include OpenMP[92] for shared 
memory architectures, or MPI[97] for message passing. 
Below, we will describe the implementation of some of 
these existing parallel programming models.  

3.2.1 Shared-Memory Programming Models over 
NoC-Based Systems 

OpenMP: for Open Multi-Processing. OpenMP is an API 
for shared-memory multiprocessing in C, C++ and Fortran. 
In OpenMP all threads can access the shared data, but 
private data can be accessed only by the thread that owns 
such data. OpenMP expresses parallelism using a set of 
compiler directives called #pragma. OpenMP is supported 
on Cell processor, for example. 
CUDA [93]: for Compute Unified Device Architecture. 
CUDA, provided by Nvidia, is an example of 
programming model used in industry. CUDA is a software 
platform for parallel computing in C, C++ and Fortran on 
Nvidia GPUs (graphic processing unit). CUDA requires 
the programmer to write special code for performing 
parallel processing. 
OpenCL[94]: for Open Computing Language. OpenCL is 
an open standard for parallel applications over multi-core 
platforms with CPUs and GPUs. OpenCL is developed by 
Khronos group [95], which is formed by several industrial 
partners as IBM, ARM, AMD, or Intel. OpenCL is based 
on the model of one host plus one or more computing 
devices, which are a collection of one or more CPUs or 
GPUs. In OpenCL execution model, the code for an 
OpenCL device is written in C and it is called kernel, and 
a collection of kernels and other functions is a program. 
OpenCL provides APIs for writing kernel in C, and APIs 
are used to define and control the platforms, which are the 
hardware abstraction of diverse computational resources. 
In OpenCL the memory management is explicit, and it is 
responsibility of the programmer to move data from host 
to the computer device global and local memories and 
back. 
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3.2.2 MP Programming Models over NoC-Based 
Systems 

MCAPI [96]: for Multicore Communications API. MCAPI 
is a research work from Multicore Association that defines 
a set of lightweight multicore communication API for 
closely distributed embedded systems (multiple cores on a 
chip). MCAPI provides three modes of communication: 
messages, connected-channels packets, and connected-
channels scalars. MCAPI is independent from language, 
processor, and operating system. 
MPI: for Message Passing Interface. MPI has been 
recently adopted as a standard. It basically specifies a set 
of point-to-point and collective communication primitives 
and creation and management of process primitives. MPI 
is language-independent, and recently a large number of 
traditional message passing interface programming models 
are being proposed for MPSoCs. Table 2 shows different 
MPI-like approaches for MPSoC systems compared to two 
of the most known implementations. 
The open source OpenMPI library supports over 300 MPI 
standard commands, just the same as the also open source 
available MPICH library does. However, both 
implementations are out of range of the memory size 
available on embedded MPSoCs, since OpenMPI has a 
huge code size of 40MB for all layers size, and MPICH 
code size is over 47MB for all layers. 

Table 2: MPI over NoC implementations 

  
OpenMPI 

[87][88] 
MPICH [89] 

TMD-
MPI[90] 

Availability Open Source Open Source Proprietary 

MPI 
library size 

25MB 7MB 9Kb 

All layers 
size 

40Mb 47Mb -- 

MPI 
commands 
supported 

300 300 11 

  
SoC-

MPI0[91] 
RAMPSoC-

MPI [85] 
ocMPI [7] 

Availability Proprietary Proprietary Open Source

MPI 
library size 

11-16 Kb 37 Kb 11Kb 

All layers 
size 

-- 43Kb 14Kb 

MPI 
commands 
supported 

jun-18 18 11 

 
TMD-MPI implementation was designed for embedded 
systems, and the library has a footprint of just 9KB. It is a 
proprietary implementation that supports 11 MPI 
commands limited to a particular architecture, which 

makes TMD-MPI very fast but not portable to other 
architectures. SoC-MPI is another lightweight library that 
implements from 6 to 18 MPI commands. It was specially 
designed for embedded systems as a proprietary library 
and requires from 11KB to 16KB.  
RAMPSoC SoC shows a runtime adaptive MPSoC with a 
proprietary subset of standard MPI library whose footprint 
is 43KB for all layers. 
Finally, ocMPI was also designed for embedded MPSoC 
systems as an open source project. This implementation is 
a very lightweight library that supports up to 11 standard 
MPI commands. 

3.3 Other Parallel Programming Models 
Implementations 

 TBB[98][99]: for Intel Threading Building Blocks, it 
is a commercially supported open-source C++ 
template library for shared-memory programming 
model. 

 X10[100]: X10 is a class-based object-oriented 
programming language from IBM. 

 Pthreads: for POSIX Threads, it is a POSIX standard 
for threads. 

 StreamIT[101]: from MIT, it is a programming 
language specifically designed for streaming systems. 

 Cilk/Cilk++[102][103] is a C-based runtime system 
for shared-memory parallel programming developed 
by MIT. 

 Chapel[104]: from Cray, it is a parallel programming 
language developed as an open source with 
contributions from academia and industry. 

 Axum[105]: from Microsoft, it is a programming 
model based on .Net. 

4. Conclusions 

Network-on-chip topic remains as an attractive research 
field for academia that raises its popularity year by year. 
Related topics such as multiprocessor systems-on-chip 
based on network-on-chip architectures have boosted in 
academic and industry works in the last years. 
This paper shows an overview of the evolution of the 
state-of-the-art on NoC-based MPSoCs and parallel 
programming models for multiprocessor systems-on-chip. 
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