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Abstract 
The developments in storage devices and computer networks 

have given the scope for the world to become a paperless 

community, for example Digital news paper systems and digital 

library systems. A paperless community is heavily dependent on 

information retrieval systems. Text summarization is an area that 

supports the cause of information retrieval systems by helping 

the users to get their needed information. This paper discusses on 

the relevance of using traditional stoplists for text summarization 

and the use of Statistical analysis for sentence scoring. A new 

methodology is proposed for implementing the stoplist concept 

and statistical analysis concept based on parts of speech tagging. 

A sentence scoring mechanism has been developed by combining 

the above methodologies with semantic analysis. This sentence 

scoring method has given good results when applied to find out 

the relation between natural language queries and the sentences 

in a document. 

Keywords: Information retrieval systems, traditional stoplists, 

sentence scoring, statistical analysis, semantic analysis, parts of 

speech tagging. 

1. Introduction 

Text summarization is the process of extracting important 

information from a given text.  Based on the how this 

important information is presented to the user, two types of 

text summarization systems are defined [1]. They are 1) 

Extractive summarization system 2) abstractive 

summarization system. In Extractive summarization system 

important text segments of the original text are identified 

and presented as they are.  In abstractive summarization 

original text is interpreted and is written in a condensed 

form so that the resulting summary contains the essence of 

the original text. The summary in extractive summarization 

contains the words and sentences of the original text. This 

may not happen in abstractive summarization system.  

Stop lists play an important role in building search engines 

and text summarization systems. They help in filtering 

useful information from the original text.   Traditional 

stoplists are those which are specific to a natural language 

and are primarily developed for use in a search engine. 

Since Text summarization is a complex task involving 

natural language processing, it uses natural language 

processing tools like Dictionaries, Thesaurus, Wordnet, 

POSTagger etc... .  A Parts-Of-Speech Tagger (POS 

Tagger) is a piece of software that reads text in some 

language and assigns parts of speech to each word (and 

other token), such as noun, verb, adjective, etc., although 

generally computational applications use more fine-grained 

POS tags like 'noun-plural'. Wordnet is an on-line lexical 

reference system whose design is inspired by current 

psycholinguistic theories of human lexical memory. 

Second one is a Stanford Log-linear Part-Of-Speech 

Tagger. Term frequency is a statistical measure used in 

calculating relevance of a document. It tells something 

about the document as a whole with respect to a user query. 

2. Motivation 

The meaning of an English sentence lies in the noun phrase 

and verb phrase of that sentence.  Most important elements 

of noun phrases are nouns and adjectives. The important 

elements of verb phrases are verbs and adverbs. So in pre 

processing stage of the sentence we have tagged the words 

of the sentence with their corresponding parts of speech 

and separated the words whose tags fall in the set (Nouns, 

adjectives, verb, and adverb). The traditional stop lists are 

not best suited for text summarization because they contain 

words whose parts of speech are pronouns, adverbs, 

adjectives, verbs. So when we apply these stop lists we 

may lose some important information. We have classified 

the stop words in some of the stop lists available on the 

World Wide Web based on their parts of speech. Table 1 

gives quantified description of the classification. It shows 8 

different stoplists and four classes of words i.e, Nouns, 

Adjectives, Adverbs, and Verbs. 
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Table 1: Total no of words in each stoplist and their classification  

       based on Stanford POSTagger [2, 3, 4]. 

 

Stoplist 

Total no of 

 

Words 

In The 

Stoplist 

Nouns 
Adje-

ctives 

Ad -

verbs 
Verbs 

Stoplist[8] 550 190 29 89 68 

Stoplist[9] 571 106 41 118 
82 

 

Stoplist[10] 236 44 7 30 4 

Stoplist[11] 61 5 4 13 4 

Stoplist[12] 
199 

 
44 11 11 9 

Stoplist[13] 425 104 40 62 81 

Stoplist[14] 571 106 41 118 
82 

 

Stoplist[15] 429 104 43 65 79 

 

Term frequency measure can be applied to calculate 

relationship between two sentences. It does not give 

acceptable results when the there is a big difference 

between the lengths of the sentences. Term frequency does 

not take care of the context of the words. Term frequency 

will give better results when it is clubbed with parts of 

speech tagging. 

3. Proposed System 

A sentence scoring method is built on the concepts of stop 

word removal, Semantic relationship and statistical 

relationship. Fig 1 shows the overall functionality of the 

system.  

 

3.1 Algorithm for Stop Word Removal     

      (Stopword_Remover) 

 
Input:  Sentence   

Output: Keywords list 

 

Step 1: Parse the sentence in to words based  on Standard  

     English language tokens [16] 

Step 2:  Tag the words with their corresponding parts of  

             Speech [16]. 

Step 3:  Add the words to the keywords list whose tag is  

             Noun/verb/adverb/adjective. 

 

 

Fig. 1: functionality of Sentence scoring method. 

 

 

3.2 Algorithm for Sentence Processing   

      (Sentence_Processor) 

 
Input:  keywords list 

Output : Bag_Of_Words, Bag_of _Nouns 

 

Step1:  Pick a word in the keywords list and find   

synonyms [5,6,7] for it. 

Step2:   Add the words and its synonyms to a list called as  

Bag_Of_Words 

Step3:   Repeat step 1 until all the words in keywords list  

     are picked. 

Step4:   Add the words in keywords list to Bag_of _Nouns  

     whose tag is  noun[16] 

 

3.3 Algorithm for Semantic analysis     

      (Semantic_Analyser) 
Input:  Bag_Of_Words of Query (BOW_Q) and  

Bag_Of_Words of sentence (BOW_S) 

Output:  Semantic relationship (Sem_Rel) 
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Step 1:  

Semantic relationship (Sem_Rel) = set of 

common words in both the lists/ set of all unique 

words in the union of both the lists.  

 

 Sem_Rel = (BOW_Q ∩ BOW_S) / (BOW_Q U BOW_S) 

 

3.4 Algorithm for statistical analysis   

      (Statistical_Analyser) 

 
Input:  Bag_Of_Nouns of Query (BON_Q) and  

Bag_Of_Nouns of sentence (BON_S) 

Output:  Statistical relationship (Stat_Rel) 

 

Step 1: 

Statistical relationship (Stat_Rel) = set of 

common words in both the lists / set of all unique 

words in the union of both the lists.  

 

 Stat_Rel = (BON_Q ∩ BON_S) / (BON_Q U BON_S) 

 

3.5 Algorithm for Weighted Average     

      (Weighted_Average) 

 
Input:  Sem_Rel and Stat_Rel  

Output:  Weighted_Average 

 

Step 1: 

 

Weighted_Average = (Sem_Rel + 2 * ((Stat_Rel *100) / 

S_words.length))/3 

 where S_words.length contains count of the words in the 

sentence. 

4. Results 

Input Set 1:  

 

   Query :  where is ramu going 

   Sentence :  ramu is going to school 

 

Output  : Similarity obtained based on proposed sentence    

                scoring method : 50.0 

 

 

Input Set 2: 

 

   Query :  who sat beside the car 

 ` Sentence :  ramu sat beside the window 

 

Output : Similarity obtained based on proposed sentence   

                scoring method : 13.3 

5 Result analysis 

The results obtained are compared with a sentence 

scoring method built on the concepts of statistical anaylsis, 

semantic analysis and stoplist. The stoplist was built by 

Gerard Salton and Chris Buckley for the experimental 

SMART information retrieval system at Cornell 

University[15] 

 

 

Table 2: Percentage of similarity between Query and   

              Sentence  

 

Input 

Set No. 

Similarity obtained by  the 

proposed sentence 

scoring method 

sentence scoring 

method based on a 

fixed  Stoplist[15] 

1 50.0 38.0 

2 13.3 52.0 
 

In table 2 the results show that there is a difference 

between the two sentence scoring methods in terms of 

similarity assessment. After the analysis, it can be said that 

the proposed system has given acceptable and more 

accurate results.  

 

In Input Set No 1 the word ―going‖ is an important 

word in both the sentences (Query and Sentence). But 

since it is listed as a stopword, it is not taken into 

consideration while calculating the similarity between the 

sentences. As Table 1 indicates there are so many words 

like that which are kept in the stoplists. 

In Input Set No 2 there are two nouns in the sentence 

and there is one noun in the query. Normal statistical 

frequency calculation methods do not care for parts of 

speech of the words. Here the words ―sat‖ and ―beside‖ are 

matching in the given sentences (query and sentence). The 

resulting similarity is based on those two matched words. 

But the sentences are having nouns which are not at all 

matching. These two sentences are dissimilar. The 

proposed method has given very less similarity between 

the sentences. So statistical frequency combined with parts 

of speech has more precision. 

6. Conclusions 

Traditional stoplists that are used by search engines 

should not be used for sentence preprocessing in text 

summarization. Because they contain words which play an 

important role in fetching accurate data from a 

nonstructured database. The sentence scoring methods are 

very much dependent on keywords in the sentences and 

these keywords can be obtained by using parts of speech 

tagging. A sentence scoring method based on the proposed 
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stoplist methodology will give better similarity results for 

sentences involving natural language queries. 
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