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Abstract 

 
A handful of text data mining approaches are available to 

extract many potential information and association from 

large amount of text data. The term data mining is used for 

methods that analyze data with the objective of finding 

rules and patterns describing the characteristic properties of 

the data. The ‘mined’ information is typically represented 

as a model of the semantic structure of the dataset, where 

the model may be used on new data for prediction or 

classification. In general, data mining deals with structured 

data (for example relational databases), whereas text 

presents special characteristics and is unstructured. The 

unstructured data is totally different from databases, where 

mining techniques are usually applied and structured data is 

managed. Text mining can work with unstructured or semi-

structured data sets  

A brief review of some recent researches related to mining 

associations from text documents is presented in this paper.  

 
Keywords: Text Mining, Association Rule Mining, 

Information Extraction, Natural Language Processing, 

Knowledge Discovery from Database 

 

1. Introduction  

 
The emerging field of data mining promises to 

provide new techniques and intelligent tools to 

encounter these challenges [4]. The term “Data 

Mining” also known as Knowledge Discovery in 

Databases (KDD) is formally defined as: “the non-

trivial extraction of implicit, previously unknown, 

and potentially useful information from large amount 

of data” [5]. Data mining [6], [7], [8], [9] as a 

multidisciplinary joint effort from databases, machine 

learning, and statistics, is championing in turning 
mountains of data into nuggets. The term data mining 

is used for methods that analyze data with the 

objective of finding rules and patterns describing the 

characteristic properties of the data. The ‘mined’ 

information is typically represented as a model of the 

semantic structure of the dataset, where the model 

may be used on new data for prediction or 

classification. Data mining techniques have 

increasingly been studied [10], especially in their 

application in the real-world databases. The ultimate 

goal of a data mining task in a real-world application 

might be e.g. to allow a corporation either to improve 

its marketing, sales, and customer support operations 

or to identify a fraudulent customer through better 

understanding of its customers. Data mining 

techniques have been successfully applied in many 

different fields including marketing, manufacturing, 

process control, fraud detection, bioinformatics, 

information retrieval, adaptive hypermedia, 

electronic commerce and network management [11] 

[12], [13, 50]. 

 

In recent times, the amount of textual information 

available in electronic form is growing at staggering 

rate. The best example of this growth is the World 

Wide Web (WWW), which is estimated to provide 

access to at least three terabytes of text (that is, three 

million megabytes). Even in commercial and private 

hands text collection sizes which were unimaginable 

a few year ago are common now, and the challenge is 

to efficiently mine interesting patterns, trends and 

potential information that are of interest to the user 

[35]. Text mining, also known as Intelligent Text 

Analysis, Text Data Mining or Knowledge-Discovery 

in Text (KDT), refers generally to the process of 

extracting interesting and non-trivial information and 

knowledge from unstructured text [20]. It is therefore 

crucial that a good text mining model should retrieve 

the information that users require with relevant 

efficiency [38]. In general, data mining deals with 

structured data (for example relational databases), 

whereas text presents special characteristics and is 

unstructured [18]. The unstructured data is totally 

different from databases, where mining techniques 

are usually applied and structured data is managed 

[19]. Text mining can work with unstructured or 
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semi-structured data sets such as emails, full-text 

documents and HTML files and more [21]. Some 

general approaches about text mining and knowledge 

discovery in texts can be found in [22], [23], [24]. 

Text mining shares many characteristics with 

classical data mining, but differs in  many ways [25]. 

 

• Many knowledge discovery algorithms 

defined in the context of data mining, are 

irrelevant or ill suited for the textual 

application 

• Special mining tasks, such as concept 

relationship analysis, are unique to text 

mining. 

• The unstructured form of the full text 

necessitates special linguistic pre-processing 

for extracting the main features of the text 

. 

Text mining is a multidisciplinary field, involving 

information retrieval, text analysis, information 

extraction, clustering, categorization, visualization, 

database technology, machine learning, and data 

mining [26]. In text mining approaches, initially the 

unstructured text documents are processed using 

natural language processing techniques to extract 

keywords labeling the items in that text documents. 

Then, classical data mining techniques are applied on 

the extracted data (keywords) to discover interesting 

patterns. Starting with a collection of documents, a 

text mining process would retrieve a particular 

document and preprocess it by checking format and 

character sets. Then it would go through a text 

analysis phase, sometimes repeating techniques until 

information is extracted [19].  

 

For mining large document collections, it is 

necessary to pre-process the text documents and store 

the information in a data structure, which is more 

appropriate for further processing than a plain text 

file [28]. Text preprocessing classically means 

tokenization and then Part of Speech Tagging [29] or 

in a bag of words approach word stemming and the 

application of a stop word list. Tokenization is the 

process of splitting the text into words or terms. Part 

of Speech (PoS) Tagging tags words according to the 

grammatical context of the word in the sentence, 

hence dividing up the words into nouns, verbs and 

more [30]. This is important for the exact analysis of 

relations between words, as it is needed in the 

extraction of relations between the texts [31]. Most 

text mining objectives fall under the following 

categories of operations: Search and Retrieval, 

categorization (supervised classification), 

summarization, Trends Analysis, Associations 

Analysis, Visualization and more [17].  

 

Association is a powerful data analysis technique that 

appears frequently in data mining literature [36], 

[37]. Since its introduction by Agrawal et al., the task 

of association rule mining has received a great deal of 

attention [41]. Today the mining of such rules is still 

one of the most popular pattern-discovery methods in 

KDD. Association Rule Mining (ARM) is the process 

of discovering collection of data attributes that are 

statistically associated in the underlying data. 

Association rules "aim to extract interesting 

correlations, frequent patterns, associations or causal 

structures among sets of items in the transaction 

databases or other repositories". An association rule 

generated is of the structure A-->B, where A and B 

are disjoint conjunctions of attribute-value pairs. 

Association rule generation is a two-step process. 

First, minimum support is applied to find all frequent 

itemsets in a database. In second step, the frequent 

itemsets and the minimum confidence constraint are 

used to form rules. The main advantages of 

association rules are simplicity, intuitiveness and 

freedom from model-based assumptions. The 

important application of association rule mining is 

market basket analysis which is a famous tool among 

retail enterprises, for example they inform the user 

about items most likely to be purchased by a 

customer during a visit to the retail store. They are 

widely used in many other areas such as 

telecommunication networks, market and risk 

management, inventory control and more [39].  

 

2. Motivations for the Research 

 
Due to the rapid growth of digital data made 

available in recent years, knowledge discovery and 

data mining have attracted great attention with an 

imminent need for turning such data into useful 

information and knowledge. The popularity of the 

Web and the large number of documents available in 

electronic form has motivated the search for hidden 

knowledge in text collections. Consequently, there is 

growing research interest in the general topic of text 

mining [52]. Usually, the text is a collection of 

unstructured documents with no special requirements 

for composing the documents. Massive wealth of 

knowledge is embedded in these texts and waiting to 

be discovered and extracted. Thus there is a great 

need for efficient and effective techniques to process 

these texts in order to extract knowledge and 

discoveries significant for the advancement of 

science and technology [51]. Traditionally, text 

documents have been mainly analyzed by natural 

language processing techniques. Generally, classical 

data mining techniques are typically applied to large 

databases of highly structured information in order to 
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discover new knowledge. Therefore, there is a 

pressing need for developing efficient approaches to 

handle and mine information from unstructured data. 

One way of providing shallow understanding on the 

text corpora is with the use of information extraction 

techniques.This mining process will be ineffective if 

the samples are not a good representation of the 

larger body of the data.Therefore an important part of 

the process is the verification  and validation of 

patterns on others samles of data.[60] 

 

Information extraction systems can be used to 

directly extricate abstract knowledge from a text 

corpus, or to extract concrete data from a set of 

documents which can then be further analyzed with 

traditional data-mining techniques to discover more 

general patterns [27]. In short, information extraction 

is the task of locating desired pieces of data from a 

natural language document. Since information 

extraction addresses the problem of transforming a 

corpus of textual documents into a more structured 

database, the database constructed by an IE module 

can be provided to the KDD module for further 

mining of knowledge. Many text mining methods 

have been developed in order to achieve the goal of 

retrieving useful information for users [45, 46, 47, 

48, 49,]. Most text mining methods use the keyword-

based approaches, whereas others choose the phrase 

technique to construct a text representation for a set 

of documents. It is believed that the phrase-based 

approaches should perform better than the keyword-

based ones as it is considered that more information 

is carried by a phrase than by a single term. Based on 

this hypothesis, Lewis [56] conducted several 

experiments using phrasal indexing language on a 

text categorization task. Ironically, the results showed 

that the phrase-based indexing language was not 

superior to the word-based one.  

 

Although phrases carry less ambiguous and more 

succinct meanings than individual words, the likely 

reasons for the discouraging performance from the 

use of phrases are: (1) phrases have inferior statistical 

properties to words, (2) they have a low frequency of 

occurrence, and (3) there are a larger number of 

redundant and noisy phrases among them [38]. In 

recent times, extracting semantic relationships among 

entities in text documents has gained enormous 

popularity. Association rules are interesting patterns 

that are discovered from a given dataset. The earliest 

form of association rule mining is the market-basket 

analysis, which searches for interesting relationships 

between shoppers and item bought, for example. 

Mining association rules in transaction databases has 

been demonstrated to be useful in several application 

areas. However, its application on text databases is 

still very challenging because characteristics of text 

and transaction databases are different. This leads to 

the motivation of this research, that is to apply 

association rule mining to text databases to capture 

the relationships among words (terms) [44]. 

Association rules have been researched and applied 

extensively, in diverse domains and applications [1-3, 

40, 42]. In text mining, extracted rules can be 

interpreted as co-occurrences of terms in texts and 

consequently are able to reflect semantic relations 

between terms [55]. In general, association rules 

highlight correlations between features in the texts, 

e.g. keywords. Moreover, association rules are easy 

to understand and to interpret for an analyst or may 

be for a normal user. However, it should be 

mentioned that the association rule extraction is of 

exponential growth and a very large number of rules 

can be produced. The extracted association rules 

identify the relations between features in the 

documents collection. The scattering of features in 

text contribute to the complexity of define features to 

be extracted from text. These kinds of features 

relationships can be better described with the 

association rule mining of text [17]. Several 

researchers have presented algorithms and 

approaches for mining associations from  

text document collections [14, 15, 32, 33]. 

 

3. Review of Related Works 

 
A handful of text mining approaches are available in 

the literature for mining potential information and 

associations from large collections of text documents. 

Owing to the exponential increase in the volume of 

text document collections and the need for analyzing 

text documents, developing efficient approaches for 

mining trends, deviations and associations from text 

documents has received a great deal of attention in 

research communities. A brief review of some recent 

researches related to mining associations from text 

documents is presented here.  

 

Hany Mahgoub [15] has presented a system for 

discovering association rules from collections of 

unstructured documents called EART (Extract 

Association Rules from Text). The EART system has 

treated texts only not images or figures. EART 

discovered association rules amongst keywords 

labeling the collection of textual documents. The 

main characteristic of EART is that the system has 

integrated XML technology (to transform 

unstructured documents into structured documents) 

with Information Retrieval scheme (TF-IDF) and 

Data Mining technique for association rules 

extraction. EART is depended on word feature to 
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extract association rules. It consisted of four phases: 

structure phase, index phase, text mining phase and 

visualization phase. His work depends on the analysis 

of the keywords in the extracted association rules 

through the co-occurrence of the keywords in one 

sentence in the original text and the existing of the 

keywords in one sentence without co-occurrence. 

Experiments applied on a collection of scientific 

documents selected from MEDLINE that are related 

to the outbreak of H5N1 avian influenza virus. 

 

Hany Mahgoub et al. [16] have described that the 

text mining technique for automatically extracting 

association rules from collections of textual 

documents. The technique called, Extracting 

Association Rules from Text (EART). It depends on 

keyword features for discover association rules 

amongst keywords labeling the documents. In their 

work, the EART system ignores the order in which 

the words occur, but instead focusing on the words 

and their statistical distributions in documents. The 

main contributions of the technique are that it 

integrates XML technology with Information 

Retrieval scheme (TF-IDF) (for keyword/feature 

selection that automatically selects the most 

discriminative keywords for use in association rules 

generation) and use Data Mining technique for 

association rules discovery. Experiments applied on 

WebPages news documents related to the outbreak of 

the bird flu disease. The extracted association rules 

contain important features and describe the 

informative news included in the documents 

collection. The performance of the EART system 

compared with another system that has been used the 

Apriori algorithm throughout the execution time and 

evaluating extracted association rules.  

 

Liang-Chih Yu et al. [43] have proposed a 

framework that combines a supervised data mining 

algorithm and an unsupervised distributional 

semantic model to discover association language 

patterns. The data mining algorithm, called 

association rule mining, was used to generate a set of 

seed patterns by incrementally associating frequently 

co-occurring words from a small corpus of sentences 

labeled with negative life events. The distributional 

semantic model was then used to discover more 

patterns similar to the seed patterns from a large, 

unlabeled web corpus. Suneetha Manne,and S. 

sameen Fatima [53] have proposed the method of 

Text Categorization on web documents using text 

mining and information extraction based on the 

classical summarization techniques. First web 

documents were preprocessed to establish an 

organized data file, by recognizing feature terms like 

term frequency count and weight percentage of each 

term. Experimental results were showed, that 

approach of Text Categorization was more suitable 

for Informal English language based web content 

where there was vast amount of data built in informal 

terms. That method had significantly reduced the 

query response time, improved the accuracy and 

degrees of relevancy. 

 

Pablo F. Matos et al. [54] have addressed the 

problem of extracting and processing relevant 

information from unstructured electronic documents 

of the biomedical domain. The documents were full 

scientific papers. That problem imposed several 

challenges, such as identifying text passages that 

contain relevant information, collecting the relevant 

information pieces, populating a database and a data 

warehouse, and mining these data. For that purpose, 

that paper have proposed the IEDSS-Bio, an 

environment for Information Extraction and Decision 

Support System in Biomedical domain. In a case 

study, experiments with machine learning for 

identifying relevant text passages (disease and 

treatment effects, and patients number information on 

Sickle Cell Anemia papers) showed that the best 

results (95.9% accuracy) were obtained with a 

statistical method and the use of preprocessing 

techniques to resample the examples and to eliminate 

noise. 

 

Chenn-Jung et al. [57] have proposed a financial 

news headline agent to assisting the investors in 

deciding to buy and to sell stocks in Taiwan market 

after receiving the essential real-time news headline 

disseminated by the agent. Weighted association 

rules and text mining techniques were used to derive 

the significance degree of each newly arrived news 

headline on the fluctuation of Taiwan Stock 

Exchange Financial Price Index on the next trading 

day. The experimental results revealed that the 

proposed work indeed achieves significant 

performance and demonstrate its feasibility in the 

applications of real-time information dissemination, 

such as financial news headlines via Internet. Sophia 

Ananiadou Jung et al. [58] have summarized the 

methods that were currently available, with a specific 

focus on protein–protein interactions and pathway or 

network reconstruction. The approaches described 

will be of considerable value in associating particular 

pathways and their components with higher-order 

physiological properties, including disease states. 

 

Yue Dai et al. [59] have proposed MinEDec, a 

decision-support model  that combines two well-

known and widely-used CI analysis  models into a 

unified model. CI analysis by using this  unified 

model was supported by the use of state-of-the-art 
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TM technologies. They have also outlined the 

architecture of a DSS that was based on the MinEDec 

model and applies various TM technologies.  First, 

they explained that the purpose of our MinEDec 

model was to transform data into useful knowledge. 

They then described the functions of SWOT analysis 

and the FFA framework in a new model for 

monitoring the business environment. Although there 

were several CI software tools available, none of 

them combines TM and several widely accepted CI 

analysis methods. The proposed model was unique as 

it analyses the five objectives from the perspective of 

nine SWOT factors by using TM technologies. Based 

on this, they have proposed a way of integrating 

SWOT and FFA models into a unified decision-

support model.   

 

Fei Wu and Daniel S. Weld [34] have paper 

presented WOE, an open IE system which improves 

dramatically on TextRunner's precision and recall. 

The key to WOE's performance was a form of self-

supervised learning for open extractors - using 

heuristic matches between Wikipedia infobox 

attribute values and corresponding sentences to 

construct training data. Like TextRunner, WOE's 

extractor eschews lexicalized features and handles an 

unbounded set of semantic relations. WOE was 

operated in two modes: when restricted to POS tag 

features, it runs as quickly as TextRunner, but when 

set to use dependency-parse features its precision and 

recall rise even higher. 

 

4. Proposed Methodology 
 

The primary intention of my research is to design and 

devise approaches for mining potential information 

and interesting associations among large collections 

of text documents.  The input to the text mining 

approach will be collection of text documents. Most 

important approaches to text mining involve the use 

of Natural Language Processing (NLP) for 

information extraction. Generally, text documents are 

a source of unstructured information implausible to 

be processed by traditional data mining techniques. 

Hence, Information extraction (IE) is meant to distill 

structured data or knowledge from unstructured text 

by identifying references to named entities as well as 

stated relationships between such entities. Another 

integral part of the text mining systems is the KDD, 

which considers the application of statistical and 

machine-learning methods to discover novel 

relationships in large relational databases. Both the 

topics KDD and IE are of significant research 

interest. There have been so many researches 

undertaken in these topics aiming to devise 

innovative techniques for text mining and also to 

resolve issues faced by the traditional techniques. In 

recent times, the task of discovering associations, 

patterns of co-occurrences and significant 

relationships amongst keywords labeling the items in 

a collection of textual documents has gained 

immense importance in text mining.  

 

Thereby, in my research, I am very much interested 

in extracting associations from unstructured text 

collections. First, I have intended to perform a 

detailed study on some of the existing efficient text 

mining systems that integrate methods from 

Information Extraction (IE) and Data Mining 

(Knowledge Discovery from Databases or KDD) for 

mining potential information and associations. Based 

on the study, I will devise approaches, either by 

utilizing some of the effectual IE and KDD 

techniques available in the literature or by developing 

innovative techniques, for mining potential 

information and associations amongst the keywords 

labeling the items in a text documents collection. 

Furthermore, the significant measure will be newly 

proposed to mine the important rules from the text 

documents instead of support and confidence. 

Finally, the efficient mining procedure will be 

devised to mine the important association rules and 

then, the information extracted from the association 

rules will be analyzed,and the experimentation will 

be conducted using the text databases and the result 

illustrate the efficiency of the proposed algorithm. 

Finally, verification and validation of the proposed 

algorithm will be tested on other sample of data by 

using some statistical techniques. 

 

5.Conclusion 
 

There have been so many researches undertaken in 

these topics aiming to devise innovative techniques 

for text mining and also to resolve issues faced by the 

traditional techniques. In recent times, the task of 

discovering associations, patterns of co-occurrences 

and significant relationships amongst keywords 

labeling the items in a collection of textual 

documents has gained immense importance in text 

mining. Based on the study, It is possible to devise a 

new approach, either by utilizing some of the 

effectual IE and KDD techniques available in the 

literature or by developing innovative techniques, for 

mining potential information and associations 

amongst the keywords labeling the items in a text 

documents collection. Furthermore, the significant 

measure of newly proposed techniques is to mine the 

important rules from the text documents instead of 

support and confidence.  
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