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Abstract: In this paper, we have addressed a quite researched

problem in vision for tracking objects in realistic scenarios
containing complex situations. Our framework comprises of
four phases: object detection and feature extraction, tracking
event detection, integrated statistical and cognitive modules,
and object tracker. The objects are detected using fused back-
ground subtraction approach along with feature computation.
Next, the tracking events are inferred by finding spatial occu-
pancy of moving objects. Third module is the key to proposed
approach and the motivation is to tackle the tracking problem
by axiomatizing and reasoning human-tracking abilities with
associated weights. Each object contains a unique identity
and a data structure of cognitive and statistical attributes
whilst satisfying the global constraints of continuity during
motion. Consequently, the results are linked with Kalman filter
based tracker to estimate the trajectories of moving objects.
We show that combining cognitive and statistical information
gives a straightforward way to interpret and disambiguate the
uncertainties occurred due to conflicted situations in tracking.
The performance of the proposed approach is demonstrated on
a set of videos representing various challenges. Besides, quanti-
tative evaluation with annotated ground truth is also presented.

Keywords: Object tracking, Statistical modeling, Cognitive pro-
cessing, Kalman filter, Applications.

1. Introduction

Behavior understanding is one of the important research
domains of computer vision where tracking is a primary
element. Modeling the detected trajectories of objects
along with their cognitive behaviors over longer intervals
of time reveal paths to a diverse range of applications such
as: surveillance system, traffic monitoring system, human-
computer interaction, etc. Practically, tracking is a difficult
problem due to the direct and indirect influences of real-time
complications in the scene. For example, direct interferences
refer to partial and full occlusion, changing object proxim-
ity, complex motion, object fragmentation, and variation in
orientation whereas indirect interferences include scene illu-
mination changes, camera motion and on-field obstacles.
Fig. 1 shows the example of direct interferences during ob-
ject movement in the scene where the occlusion among ob-
jects is observed very frequently. There are various types
of occlusions such as: 1) object-to-object occlusion and 2)
object-to-scene occlusion. In this research, we focus on
object-to-object occlusion problem during tracking.

In this paper, we propose a novel algorithm for real-time ob-
ject tracking and behavior understanding by employing the
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(b)

Figure. 1: shows the various examples of direct interference
(pointed by arrows). a) indicates the motion variation of ob-
ject and full occlusion among objects; b) indicates situation
where orientation of the object is changed significantly.

concepts of human cognitive behaviors with statistical mea-
sures for vision system. We argue that the domain specific
cognitive models (i.e. conceptualization of human percep-
tion abilities) with statistical techniques can provide a subtle
way for tracking in the conflicted situation. The contributions
of the proposed research can be revealed in three ways. First,
the uncertainties of data association are disambiguated which
are observed during occlusion using cognitive explanation
and inference of objects behavior in a world domain, second
the motion-behavior of objects during the entire tracking is
interpreted and third, the capabilities of Kalman filter based
tracker is extended so that it can behave normally under non-
linear situations.

The paper is organized as follows: section II discusses and
reviews the relevant literature. Section III describes the pro-
posed approach whereas section IV and section V cover the
object detection and tracking event detection, section VI ex-
plains the statistical and cognitive model of the proposed
approach and section VII presents the Kalman filter based
tracker. Section VIII shows the experimental results. Finally,
section IX sketches the concluding remarks and future direc-
tions of the work.

II. Related Work

The tracking algorithms usually follow a modular scheme
which either perform Detection prior to Tracking (DpT) or
Tracking prior to Detection (TpD) in a flexible architecture.
In the DpT approach, objects of interest are first detected
at every instance of time and tracking of the objects is per-
formed, only. In contrast, in TpD approach, a hypothesis is
built about the object location in the generated state space
which is then evaluated by the computed set of features in
an image. Moreover, in recent years, object identity manage-
ment is also gaining attention which incorporates the con-
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cepts of data association through similarity measurements.
The objective is to assign unique identities to each object and
to manage these identities over time. Later, elementary track-
ers (i.e., Kalman filter or Mean shift filter) are used to track
these objects.

In DpT approaches, a wide range of literature has been
published to handle the fundamental limitations of data as-
sociation approaches [1]. For instance, Cox and Hingo-
rani [2] have presented an efficient variant of MHT approach
in which the k-best hypotheses are determined in polyno-
mial time using Murty’s approach. With the similar moti-
vation, Isard and MacCormick [3] proposed Bayesian mul-
tiple block tracking system. In their approach, a multi-blob
likelihood function assigns the direct comparable likelihoods
to hypotheses containing different number of objects. Simi-
larly, Smith et al. [4] proposed a Bayesian framework for the
fully automatic tracking of a variable number of interacting
targets. They have employed a joint multi-object state-space
formulation and a trans-dimensional Markov Chain Monte
Carlo particle filter to recursively estimate the multi-object
configuration and efficiently search the state-space. How-
ever, the actual blobs may contain multiple categories of
objects, such as shadows, reflection regions, and blobs due
to camera motion parallax. More recently, Ryoo and Ag-
garwal [5] presented a paradigm for tracking objects under
severe occlusion named as observe-and-explain. The sys-
tem chooses the hypothesis path with the highest probabil-
ity which enables the tracking of even fully occluded objects
with the cost of higher computational effort.

A different way to address the object tracking issues is
through object identity recognition. In the literature, not
much work has been reported for object identity recogni-
tion in which a specific individual detected at certain time
instance is matched with the previous observations. A frame-
work is presented by Guo et al. [6] for vehicle matching
in aerial views but their main focus is blob extraction and
alignment rather than the recognition. Gheissari et al. [7]
presented a two layer method for human identification. In
the first layer, a graph based spatio-temporal segmentation
is applied to group the object pixels that belong to the simi-
lar cloth. The second layer used the decomposable triangu-
lated graphs to segment and link different parts of the human
body. Even though, human recognition is not the direct focus
of the literature, but some seminal advances in human detec-
tion have been reported that can be indirectly associated. For
instance, Dalal and Triggs [8] trained SVM classifier using
features of Histograms of Oriented Gradients for human de-
tection and localization. However, these methods are highly
dependent on image details for extracting the features, such
as faces or body parts, and therefore, can only be applied
to high-quality ground images. Both, tracking and object
identity recognition are closely related problems, since solv-
ing the tracking implicitly accomplishes the task of identity
recognition. Similarly solving identification over consecu-
tive frames is actually one of the fundamental tasks of object
tracking, therefore based on this concept, we have developed
our framework.

On contrary, both the propositional and imaginistic compo-
nents are essential for reasoning the spatial concept along
with the coordinated use of heterogeneous representation and
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inferential process [9]. In essence, it is empowered by the
conceptualization of human perception and inference ways.
Therefore, it guides in interpretation of the ambiguous dis-
crete data adequately. A view-based approach is proposed by
Sherrah and Gong [10] in a highly constrained environment
with Bayesian framework and explicit probabilistic reason-
ing to handle the plausible interpretation of incomplete data
due to occlusion. Similarly, Bennett et al. [11] proposed a
technique by fusing the logical reasoning explicitly in track-
ing module. However, in their work, uncertainties due to oc-
clusion are disambiguated after classification through long-
term reasoning unlike our proposed work which is online and
more focused to exploit the logics with likelihood as sug-
gested by Halpern et al. [12].

Discussion: The research in computer vision directly ad-
dresses the issues in real scenarios which are not anticipated
earlier by the research community. The ample of research in
vision underpinned the statistical techniques but it is evident
that the statistical approaches have their limitations (e.g. ex-
ponential increment in search space or false hypothesis gen-
eration during occlusion). Particularly, prediction of coher-
ent description of statistical data without considering domain
specific logical constraints can manifest errors. Our analysis
at this stage is more biased towards the cognitive approaches
considering efficacious performance even if the discrete data
is incomplete and ambiguous. Thus, combining these two
approaches complement each other and this is the motivation
behind the proposed approach.

III. Proposed Framework

The proposed framework has four main modules: i) object
detection and feature extraction, ii) tracking event detec-
tion, iii) quantitative and qualitative, and iv) tracking system.
Fig. 2 illustrates the relationship between each phase.

and Feature
Extraction

Based Tracking

Segmentation
System

Input Kalman Filter
Sequence

Quantitative and
Qualitative
Modeling

Tracking Event
Detection

Figure. 2: The proposed framework.

Object Detection and Feature Extraction: First, the ob-
ject detection is performed by employing the integrated
background subtraction approach, and the visual fea-
tures are computed. The detected objects and corre-
sponding features at each time instance.

Tracking Event Detection: There are many events ob-
served during tracking process, such as occlusion, split,
new entry, and exit. In this module, we have detected
these events, and the respective logical functions are
triggered based on these events.

Statistical & Cognitive Approaches: In this phase, we
have proposed two algorithms (i.e. statistical and cog-
nitive) along with their integration. At the conceptual
level, the overall goal is to track and understand the
individual and collective behaviors of the objects. In
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dynamic scenes, identification of objects using typi-
cal statistical matching algorithms normally give very
poor results. For example, occlusion is observed very
frequently in which objects overlap each other par-
tially or completely while moving across the scene. It
is evident that treating object tracking as the cogni-
tive problem and use it with the typical statistical al-
gorithm can improve the overall tracking performance
under non-feasible situations. At the practical level,
all the detected objects are considered as a node and
constituted an undirected graph. Moreover, these ob-
jects are described by the unique identity (i.e. from
Identity Pool) and a data structure which comprises
of quantitative (i.e., visual characteristics) and quali-
tative (i.e. logical characteristics) information at each
time instance as illustrated in Fig. 4. First, the match-
ing weights of the objects are computed. Second, the
axioms are developed by employing the principles of
human-perception for the tracking process. These ax-
ioms assign the behavioral-states to the detected objects
where the decision of object state is associated with the
matching weights. Essentially, these two approaches
function together and the state of an object is refined
and updated by incorporating the reasoning functions
satisfying the fundamental constraints of continuity of
objects during tracking.

Tracking System: We have developed a Kalman filter-
based tracking system where every tracker is associated
with an object and estimates its state over time.

IV. Object Detection and Feature Extraction

The first task in tracking is to detect objects in given video
sequence which serves as an input for further high level pro-
cess. For this purpose, we have suggested integrated back-
ground subtraction segmentation approach to detect objects
in the test sequences as shown in Fig. 6. The next objective
is to compute features that depict the unique representation
for each object. A number of practical situations are taken
into account, and it is found that multiple features can in-
fluence substantially in performance of object matching. In
the sequel, how to combine the features appropriately is the
major concern of feature fusion approaches. So, we have ex-
ploited the two approaches of object’s color characteristics
in our proposed feature fusion approach in section VI. In the
first, we have computed the ellipse around the detected ob-
ject and build an elliptical histogram based on color of the
object. In the second approach, we have exploited CSC ap-
proach [13] which segments object into color segments re-
ferred as color-patches. Besides, we have also taken into ac-
count object’s geometrical features, such as area of the object
and their bounding region. So, the object features set (f) is
written as:

f = {6}“(1”0,7“60/, bb}7 (1)
G ={c"n=1,.,N}, 2)
i = (carea, Cricolorrgy? Cob), (3)

where €, is the elliptical color histogram, area defines the
area, and bb presents the bounding box of the object. In the
following, we have explained how these color features for the
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detected objects are computed. ¢, shows the color-patches of

object, cﬁ”d is the color-patch with a set of attributes!, such

as Cgreq 1S the area, Creolorin is the mean color, and ¢y is
0loT

the bounding region of the color-patches.

V. Tracking Event Detection

We have categorized these events into four types:1) new, 2)
exit, 3) occlusion, and 4) split. The detections of these events
are based on mapping the spatial occupancy of objects at time
k with the objects at time k—1. So, ideally each object should
contain only one object which shares its spatial space in the
next frame where it is assumed that the objects are moving
smoothly. Based on this assumption, a ’spatial mapping ma-
trix” of the detected objects at k£ and k£ — 1 is built. Later, the
criteria for these events are defined which are deduced based
on the spatial mapping matrix values.

A detected object is a segmented region of input image from
a sequence and is defined as a 2D function I(k) = i(z,y)
where 7 indicates the intensity and (x, y) contains the spatial
information. We consider the spatial information (x,y) of
each detected region at k and k£ — 1, for creating the spatial
mapping matrix. The number of columns in the matrix is
equal to number of the detected objects at k. In contrast,
number of rows in the matrix is equal to number of detected
objects at k — 1. Now, the main concept is to map the spatial
correspondence of objects where the objects that do not share
spatial correspondence are excluded.

Let us assume that the detected objects at k are I(k) =
{o;;8 =1,...,m} and objects at k — 1 are I(k — 1) =
{0j;7 =1,...,n}. The spatial correspondence is computed
by measuring the spatial occupancy which is the ratio of the
spatial region of an object at k mapped over the spatial region
of an object at k£ — 1. The area of the spatial region of object
at k is represented by I(k)s, and the area of spatial region
of object at k — 1 is presented by I(k — 1)5,. The ratio be-
tween the mapped spatial regions is defined as the percentage
of spatial mapping S, which determines the relative spatial
occupancy of an object at k£ and is computed as follows:

g, = (L= Vs x 100;
()

a

“4)

Based on above spatial relationship quantity, we have devel-
oped a set of criterion for each of the tracking event. More-
over, we have demonstrated a test case in Fig. 3 to provide
an insight about each of following criteria for detecting the
respective events as given in Table. 2 after conducting empir-
ical studies.

VI. Statistical & Cognitive Approaches

In this section, we have suggested the statistical and cog-
nitive algorithms which are driven by object detection and
feature extraction approaches. In statistical approach, Bayes
inference is employed to measure the posteriori probability
of the objects which is referred as likelihood of objects. In
the cognitive model, an explicit novel qualitative approach is

't is possible to measure other attributes, for example color-patch his-
togram or Eigen vectors. But currently, we are only taken the above at-
tributes into account.
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Table 1: Moving object cognitive states with description

State Description

normal (n) an object continues its motion with consistent visual properties by governing the laws
of motion.

new (ne) and exit (e) when an object enters the scene, it is registered in the memory of an observer and

when object under observation leaves the scene, respectively.

occluded (oc) and overlaper (ov)  any object, when disappears due to intersection by another object. Intuitively, the
observer infers “occludee” and “overlaper” states depending upon the contribution of
each objects in occlusion.

reappear (re) the occluded object reappears and continues its motion when occlusion is over.

World View Cognitive View
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Figure. 4: From the real scene to the concept, and the representation of detected object in world view and cognitive view are
presented.

@ V- * h quantitative characteristics (), which are processed by sta-
[ 3} - - Q. \— \-‘ tistical approach to measure the matching weight w,,, and
@ 8 © set of behavioral states (); which are inferred with cognitive
&, > & = s approach. So, the object is defined as:
€ = 2| 5 = o
®) @ Op = {Zdv Wi, Qqa Ql} 5 (6)

. ] ) Each individual object from the above structure is a tuple
Figure. 3: presents the concept of tracking event detection (id, W, Qq, Q1) where,

such as a) new, b) exit, ¢) occlusion, and d) split where gray ;7. is the unique identity of object.
pixels represent the existence of object at k and the cyan pix- 1. . is the frame number.

els indicate mapping of pixel at k — 1. Q, : represents the visual characteristics of the object.

Qq=(f): (7N

suggested to handle the ambiguities due to data cluttering in
object matching process. The matching weights are put on
the tracking axioms to interpret and deduce the appropriate
behavioral states of the objects by satisfying the fundamen- _ .

tal constraints of continuity during tracking (i.e., frame-by- Qq = (en; Gpy area, bb): ®
frame). Essentially, this mechanism refines and handles the Q, : represents the object behavioral states.

conflicted situations to disambiguate the object’s behavioral

states during tracking. Later, these objects are linked with Q1 = (n,o0c,ov,r,n¢e,¢€) ; 9)
tracking system where each object is associated with its re-

spective tracker to estimate the trajectories in the scene.

Given a video sequence which is composed of K frames, it

is assumed that each detected object is a continuous function

of time in the scene until it leaves permanently. The detected Table 2: criterion for tracking conflict detection
object at frame k is:

the above expression can be rewritten as:

Event: true or false S,

I(k) = [0§d;i=17~-~,n;id>0]; ) new = true < 5%
where I(k) is the image frame at k time instance, oi¢ are ;)clciltujlg Illle_ true z_ﬁ()?;)wcjzzd; 3%0(;%
the ¢ detected objects with unique identities ¢d as shown in egit — true < 1092 0
Fig. 4. Each detected object contains a unique identity id, its
1JCSI
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Frame: | (k-1) elative count
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Frame: | (k)

Weighted Matching Likelihood

Figure. 5: shows conceptually the BMW approach. The first level defines the main formulations whereas the second and
third level show the computation of BMW approach components.

A. Statistical Approach-Bayesian Matching Weight (BMW)

A multi-layered statistical algorithm based on Bayesian in-
ference is proposed by formulating the detected object as
undirected graph as shown in Fig. 4. The main objective
is to compute the matching weights of object in an efficient
manner during object tacking in both ideal and partially clut-
tered situations. To achieve this task, we have aggregated
two different techniques in Bayesian inference for comput-
ing the matching weights (i.e., posterior probability, unless
specified) of an object as shown in Fig. 5. First, the ellipti-
cal histogram is approximated around the detected objects at
k — 1 and the predicted objects at k. Second, a novel idea is
introduced by exploiting the CSC approach to compute the
prior weights of the objects.

Inferencing about an object’s possible occurrence at I (k) is
made by incorporating the prior probability measured from
the possibilities I(k — 1) = [oi%;i=1,...,n;id > 0],
and the likelihood evidence of the observed data I(k)

[0;»; 7=1,... ,m}. The posterior probability of object at
I(k) corresponding to objects at I(k — 1) is computed as:

7

P(o), = wy,) = argmaz H P(o;-|0§d)P(0§d); (10)
——

where P(o;»|o§:d) is the likelihood between objects at k and
k — 1 which can be interpreted as D € [0, 1], the distance
between objects at I(k — 1) and I(k). Similarly, P(0i?) is
the objects prior probability at I (k — 1) which can be defined
as prior weight w(0i?).. assigned to each object at I(k — 1).
The above Equation 10, can be re-formalized as:

0ih)) x w(oj).);

P(oj = W) X argmax H(exp(—D(0j7

’ ?

0.
J

1D
In the following section, we have explained the methodology
of measuring the distance D and prior weight w..
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1) KL-Divergence Between Objects

Every object is represented as an elliptical histogram e,
therefore, to measure the distance, we use KL-Divergence
between objects in the corresponding frames as shown in
Fig. 5 . The KL-Divergence quantifies the proximity of two
distributions which has the intimate relationship with likeli-

hood theory. Let the object 0;. is detected at (k) and object
0'?is detected at I (k—1), the corresponding distributions are

defined as o;- (er,) and 0%%(ey,). The KL-Divergence is defined
as:

bins

D(0j(en), 0oi(en)) = 1= 3 (0j(en(n)))in

n=1

0 (en(n)

S (12
olen(my’ 1P

2) CSC-Based Object Prior-Weight

The prior weight is computed based on how much informa-
tion an object carries at I (k—1) about the newly observed ob-
ject at I(k) as shown in Fig. 5. In other words, given the set
of color-patches representing an object, we have measured
the similarity as prior weight and find the most similar color-
patches of the objects satisfying the search space criterion.
The computed prior weights of color-patches of objects are
averaged to measure the final prior weight. We have em-
ployed euclidean distance to measure the similarity among

the color-patches of the objects. Let object o; is detected at
I(k) contains color-patches ¢, = c*:’, and the object 0% is
detected at I (k — 1) contains color-patches ¢, = ck=1:1, So,
the prior weight indicates that how much an object detected

at I (k) contains the contents of objects detected at I(k — 1)
and is computed as follows:

+ (o (ch') = otd (i 1id))2

$ (o] (ki) —od (K= Lidy 2 4

w(ot)e =1-
N

(13)
n=A{1l,...,N}, m={1,...,M};
k—1:1d __
n " “ncolorygp
color of N color-patches, and w(0i?). defines the prior
weight of the detected objects based on previous observa-
tions (i.e., object detected at I(k — 1)) as shown in Fig. 5.

where ¢ contains mean normalized RGB
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The Equations 11, 12, and 13 allow us to compute efficiently
the posterior probability of the observations (i.e., 0;») at time
k which we interpret as the matching weight (w,,,) of our ob-
jects. In the ideal situation, the matching probabilities reflect
the reliable relationships but under the conflicted situations,
these inferences become uncertain. Therefore, it is inevitable
to look for the alternative ways and to continue the inferring
mechanism correctly under conflicted situations.

B. Cognitive Modeling

In this section, we formulate the tracking axioms (i.e. ab-
stract qualitative reasoning expression) for each of the de-
scribed cognitive states of the moving object during track-
ing (see Table. 1). These expressions work in conjunc-
tion with statistical model to handle the conflicted situations.
Each state inference mechanism follows the rules of cogni-
tive processing which is mapped over the tracking problem.
In n-dimensional space, the detected objects at k time in-
stance are mapped on the 2D plane as shown in Fig. 4 where
their attributes are defined in Equation 5. The @; demon-
strates the behavioral states during tracking which are de-
rived by the developed axioms. The (); contains six be-
havioral states, including normal (n), occluded (oc), over-
laper (ov), reappear (1), exit (e), and new (ne) whereas to in-
fer each state, a specific axiom is designed by incorporating
the human perception abilities.

Mazx(): computes the maximum weight of the detected ob-
ject at k with possible explanations observed at previous
frame.

Min(): computes the minimum weight of the detected ob-
ject at k with possible explanations observed at previous
frame.

S_S(): this function checks the existence of object in the
predicted region.

Assign_Id(): assigns the identity to corresponding object.

Deactive_Id(): de-activates the identity when the object is
no more in the scene.

Make_Child(): creates a child parent (occluded object as
child and overlaper as parent) relationship when occlu-
sion is observed.

Normal State Axiom: We assume that each object moves
governing the laws of continuous motion with consistent vi-
sual attributes. In the following axiom, M ax() function re-
turns the associated weight of an object with the list of ob-
jects given the object presence in the predicted S_S() region.
Only normal state of the object is activated in (); whereas the
other states are set to false.

normal(o;-d,id) = {Maxo/el(k)( 05,05 YA S So/el(k)(oﬂ’ozd)}

Q={n—T,0c— F,ov - F,r — F,e —» F,ne — F}

) = {oi}

New State Axiom: The correspondence of new object is ex-
amined with all the observations when new == true. The
Min() function returns that the new entered object possesses
minimum association weight with all possibilities and as-
signed a new id. Besides, the new object does not fall in

Assign,]d(og-d

the predicted region whereas (); is updated by activating new
and normal state of object.

/ zd
{Mm ’el(k)(oﬁol JA=S.S /el(k>(0], H )}
Q={n—T,oc— F,ov - F,r = F,e —» F,ne — T}
Assign,ld(oé-d) = {idnew}

new OJ

Exit State Axiom: This axiom is called when the exit event
is triggered. It is assumed that the object has passed through
scene. Function max() returns the association of object from
the list of objects. Besides, the registered object must fall in
specific exit region S_S() and Q) is updated:

’ ’ d
{Mm /El(k)(oj,ol YJA=S.S /EI(M(oj,oﬁ )}

Qi={n— F,oc — F,ov —» F,r = F,e —» T,ne — F'}

Deative,Id(o;-d)nr.el(k) = {o;-d}
J

. vd
exit(o}",id)

Overlaper State Axiom: When occlusion == true, over-
laper state axiom is activated and finds the participation of
each objects in occlusion. Both the objects must fall into
the conflicted region S_S() whereas Max() returns weight
for overlaper. The M ake_Child() function creates a parent-
child relationship and overlaper becomes the parent of oc-
cludee. After occlusion, child adopts the visual features of
its parent which is updated frame-by-frame using depth first
search strategy. Besides, @); of the corresponding object is
updated.

overlaper(o ,id) = {Ma:p /el(k)( ;-, o)A S8 /eI(k)( ;-,o,"::d)}

Ql:{n—)Toc—>Fov—>T,r—>F7e—>F,ne—>F}
)= {ai}

if(3(0ih, €1(K))Qi={0c=T})’

Assign_Id(o

Make._ Chzld(oJ_H

’Ld )

% if (i€l (k)Qr={ov=T})

Occludee State Axiom:The following tracking axiom deter-
mines state for the occludee object. The weight of occluded
object is computed through statistical modeling which must
be less than the weight of the overlaper as it is assume that
the occluded object is being hidden by overlaper and there-
fore lost its visual context. Consequently, object becomes
child of its occludee state of object is activated.

occluded(o}d, ;

Ql:{nﬁToc%Tov%F,r%F,e%F,ne%F}
)={o}

Reappear State Axiom: The formulation determines reap-
peared state of the object when split event is active. The
reappeared object’s relation is computed with the list of oc-

cluded objects. The relationship of child-parent is ended and
the @; is updated.

Assign_Id(o

reappear(oéd,id) = {Max /EI(M(OJ,O;KM)}

Ql:{n—>Toc—>F0v—>F7r—>T,e—>F7ne—>F}

G

Each detected object at (k) is assigned a unique id with re-
spective behavioral states. Now, the next task is to perform
object localization at each time instance. In the following,
we have developed a Kalman filter based tracking system to
estimate the object trajectories over time.

Assign_Id(o

! id
{Mm /EI(k)(oj,ol YA S.S /H(k)(oj,oZ )}
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VII. Tracking Module

Mathematically, Kalman filter is an estimator that predicts
and corrects states of a wide range of linear processes [14].
In our tracking system, each Kalman filter is defined in terms
of its process (i.e., xx), measurement model (i.e., zx), and
available information about the model’s initial conditions
which are governed by linear stochastic difference and mea-
surement equation respectively:

X X
|y oy
S 2 T e Iy N
dy/dk dy/dk
Tp = Azgp_1 + wi_1, (15)
2 = Hxy + vp, (16)

The matrix A in the difference Equation 15 relates the state
at the previous time k — 1 to the state at the current time
k, in the absence of either a driving function or process noise
wg—1. H in the measurement Equation 16 relates the state xy,
to the measurement z;. In practice, both A and H matrices
can change with each time step, but here we assume that it is
constant.

After the initialization, in the next frames, the normal state
updation continues until any other tracking events (i.e. oc-
clusion, split, new, or exit) are detected. When the objects
are occluded, Kalman filter of the occluded object follows
the states and measurement information of the correspond-
ing overlaper object. In contrast, during the split, the Kalman
filter resumes the tracking by taking into account the param-
eters of its own object to perform estimations. In this man-
ner, we are able to perform object localization with classical
Kalman filter in a linear and non-linear situations.

VIII. Experimental Results

Several experiments are conducted on state of the art video
sequences. The initial dataset selected for the development
of ideas is taken from IESK, OvG University called IESK
dataset. The videos are filmed in the vicinity of campus to
capture real attitude of objects using a single static camera.

Fig. 7 shows key frames from important instances of the
sequences. The results are visualized by trajectory of the
object and labeling of object identity with respective be-
havior. Moreover, Tracking and Behavior Information In-
terface (TnBII) Panel describes the overall information that
includes: object identities with behaviors, object pace, ori-
entation, and tracking events for each corresponding frame.
Frame 39 shows the initial situation of the tracking and be-
havior understanding. All the detected objects are assigned
unique ids 1, 2, and 3 with trajectories indicating their tracks.
It is observed that yellow truck and red cars shared similar
spatial region. Therefore, it is not possible to distinguish be-
tween them and the same identity is assigned. Frame 49
shows a new object which is entered in the scene from the
back view and is assigned a unique id 3. This object contin-
ues its path till the end while the events of occlusion and split
are observed multiple times, and the behavior of the object is
updated accordingly. Frame 103 shows the object with id 3
left the scene. Its respective tracker terminates the estimation

Copyright (c) 2012 International Journal of Computer Science Issues. All Rights Reserved.

task, and the identity is released so that it will be assigned to
other objects. It is notable from the trajectory of the object
that how the object keeps its track during motion. The TnBII
panel demonstrates the updated information about the object
behavior, its pace, and orientation along with the respective
tracking events.

The second dataset which is used for testing is taken from
PETS2006. The PETS series of workshops make avail-
able public datasets for tracking and behavior understanding
tasks. Fig. 8 demonstrates the tracking results on PETS2006.
Frame 3 shows that every detected object is identified by
their unique identities and associated behavioral states from
our integrated modules of the framework where the cor-
responding trajectory demonstrates the outcome of tracker.
Frame 44 shows the occlusion situation when two objects
with ids 0 and 1 interact with each other. The object with
id 0 is assigned overlaper behavioral state whereas the ob-
ject with id 1 is assigned the occluded behavioral state. The
tracker of occluded object tracker is unable to advance the
localization. Frame 59 indicates that the split event is ob-
served and the occluded object is reappeared from the oc-
clusion phase. The tracker re-estimates its path based on its
own visual characteristics and physical location. The TnBII
panel demonstrates the respective behavior of objects during
normal, occluded, and reappear situations. It is also notice-
able that object with id 4 keeps its motion and state quite
suspiciously in the scene.

A. Evaluation

We have evaluated our tracking and behavior understanding
framework on the basis of generating the correct identities
and behaviors corresponding to objects during tracking. For
such evaluation, the first essential requirement is the ground
truth. For this purpose, we have manually assigned the iden-
tities to objects and interpret their respective behaviors. Fi-
nally, the performance is evaluated by computing precision
and recall measures. In the context of identities (i.e., analo-
gous to tracks) and behaviors, precision and recall measures
are defined as follows:

Number of correct identities or behaviors

Precsion = Number of established identities or behaviors’
a7
recall — Number of correct identities or behaviors7 (18)

Number of actual identities or behaviors

where actual identities or behavior denotes the identities or
behaviors available in the ground truth. Moreover, the eval-
uation is performed based on their ability to detect tracking
events: 1) deal with entry and exit of objects, 2) handles oc-
clusion event, and 3) handles the split event when objects are
reappeared from occlusion.

Table 3 presents the quantitative performance of the proposed
framework on test sequences. It is important to observe that
the precision and recall of object identity recognition and
normal behaviors are more prominent in performance. The
precision and recall of the exit and new event are interrelated,
because, if the object is wrongly classified as exit behavior
then in the next instance, the algorithm will treat that object
as anew. So, the recall is better but precision is degraded. Ta-
ble 4 presents the performance values for the tracking event
detection algorithm which is developed along with the track-
ing and behavior understanding framework. In fact, the de-
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Frame: 1009

Frame: 1029

Frame: 1089
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Our Approach
-
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Frame : 39
: Orientation : Pace : tracking events

356.390477  4.359581

nermal,

815.075224  1.410880
315075224  1.403102
Frame : 49
Object ID_: Behavior : Orientation : Pace : tracking events
0: N 27.10t683 4795173  normal,
t: N 293073306 10.707706 new
2: E 815075224 1.387187
3 Ne/N  315.075224  1.406017
Frame : 103
Object ID_: Behavior : Orientation : Pace : tracking events
0 E 315.075224  1.398085 normal,
L E 815860022 11.015068 exit
2 E 315075224  1.387187
3: E 216.008643  2.214134
4:  0c 310398741  4.169945
5 N 315075224  1.405593
6 N 26.120412  5.033274
v Ov/N  310.398741  4.160945

Figure. 7: shows the results of tracking object in test sequences. Each object is described with a label depicting unique
identity and the motion states (i.e. id:motion stats = 1:N) whereas the motion trajectory shows the tracking path. We have
used a unique color for each object to keep distinction when the conflicts are observed.

tection of accurate events will lead to significant improve-
ments in the results of Table 3, in some way. For instance,
the specific axiom is called when a particular tracking event
is activated. However, the mechanism of assigning identities,
their management, and behavior inferencing is achieved by
incorporating tracking axioms which control this type of dis-
crepancy up to some extent in integrated statistical and cogni-
tive modeling approaches. Moreover, it is observed that the
recall values are dominant over precision because of many
factors. For instance, mis-detections of objects may result

in satisfying the condition for the exit events which conse-
quently activates the new events in the next frames. How-
ever, the developed constraints for object states prevent these
effects in some situation, but at the same time it affects the
precision of the normal events.

IX. Conclusion and Future Work

We considered the issues of generic and practical importance
in tracking and behavior understanding during surveillance.
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Frame : 3
Object ID : Behavior : Orientation : Pace : tracking events
0: N 148.3 5.0 normal,
1 N 344.3 3.4
2: N 167.0 4.3
3: N 156.8 4.6
4 N 1473 15
Frame : 44
Object ID : Behavior : Orientation : Pace : tracking events
0: Ov/N 149.5 5.6 normal,
2: N 174.4 3.6
3: N 181.4 35
4: N 157.4 12
1 : Oc
2: E
2 : E
Frame : 59
Object ID : Behavior : Orientation : Pace : tracking events
1: N 334.1 10.3  normal,
0: N 159.3 4.3
2: N 175.0 3.0
4: N 160.2 0.4
7z @
2: E
83

Figure. 8: shows the results of tracking object in test sequences. Each object is described with a label depicting unique
identity and the motion states (i.e. id:motion stats = 1:N) whereas the motion trajectory shows the tracking path. We have
used a unique color for each object to keep distinction when the conflicts are observed.

The contention is to combine the domain specific logical hy-
pothesis with statistical model whereas satisfying the global
continuity constraint for tracking in real-time. We have per-
formed a qualitative analysis with the annotated ground truth
to verify the performance of our proposed approach. Future
research will be more focused on investigating the object spe-
cific actions and event interpretation in dynamic scenes.
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