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Abstract
Leukemia is one of the most common cancer type, and its diagnosis and classification is becoming increasingly complex and important. Here, we used a gene expression dataset and adapted bagging support vector machines (bSVM) for leukemia classification. bSVM trains each SVM separately using bootstrap technique, then aggregates the performances of each SVM by majority voting. bSVM showed accuracy between 87.5% - 92.5%, area under ROC curve between 98.0% - 99.2%, F-measure between 90.5% - 92.7% and outperformed single SVM and other classification methods. We also compared our results with other study results which used the same dataset for leukemia classification. Experimental results revealed that bSVM showed the best performance and can be used as a biomarker for the diagnosis of leukemia disease.
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1. Introduction
Leukemia is one of the most common cancer type, and its early diagnosis and classification is becoming increasingly complex and important. To control the disease and get the chance of curing depends on the earlier time of treatment. Also, it is very crucial to diagnose leukemia as early as possible before the spread of cancer cells to internal organs. Cytomorphology, multiparameter immunophenotyping, cytogenetics, fluorescence in situ hybridization and polymerase chain reaction-based assays are the current classification schemes to discriminate leukemia subtypes [1, 2].

The development of microarray technology provides easily monitoring thousands of gene expressions simultaneously and the gene expression data obtained from this technology is valuable for cancer classification [3]. Microarray technology is also used in a number of studies for the diagnosis of leukemia disease [2, 4, 5].

Also, researchers have used machine learning techniques to gene expression datasets for the diagnosis of diseases [4, 6, 7, 8]. However, there have been lots of methods proposed to solve this problem and using the optimal classification technique is crucial for accurate classification of gene expression data [9].

In this paper, we adapted bagging idea to support vector machines for the classification of leukemia disease and compared our results with other methods and other study results. The paper is organized as following: section 2 address the background of SVM, bagging SVM and the dataset used in this study. Results are given in section 3 and the paper concludes in section 4.

2. Methods
2.1 Support Vector Machines
SVM’s, proposed by Vapnik [10], are popular pattern recognition tools and were used in many fields such as bioinformatics, cancer diagnosis, image classification, text mining and feature selection [11]. SVM’s popularity is coming from its strong mathematical foundation which is based on statistical learning theory and structural risk minimization, its capacity to high dimensional datasets, its effective handling to nonlinear classification using kernel functions and its accurate performance [12]. For classification problems, an SVM constructs a hyperplane or set of hyperplanes in a high dimensional space and the key idea of the SVM is to maximize the margin by dividing the input space into two parts while minimizing the total classification errors.

For a given training data \( D = \{(x_i, y_i)\}_{i=1}^{P} \subseteq \mathbb{R}^n \times \{-1, +1\} \) the aim of the classification is to find a function \( f(x) = y \) that correctly classifies the patterns of the training data correctly, where \( x_i \) is a n-dimensional vector and \( y_i \) is its label. The hyperplanes can be defined as \( \langle w, x \rangle + b = 0 \ ; \ w \in \mathbb{R}^n, b \in \mathbb{R} \) and the data is then linearly separable, if such a hyperplane exists (Fig. 1). Hyperplane margins (\(|w|^{-1}\)) must be maximized to find the optimal hyperplane and Lagrange multipliers (\(\alpha_i\)) are used to solve this problem [13]. The decision function can be formulated as \( f(x) = sign(\sum_{i=1}^{P} y_i\alpha_i\langle x, x_i \rangle + b) \).
SVM can also solve nonlinear classification problems with mapping the input vectors to a higher dimensional space using kernel functions $k(x_i, x_j) = \langle \Phi(x_i), \Phi(x_j) \rangle$ [14]. Then, the decision function can be written as $f(x) = \text{sign}(\sum_{i=1}^{p} y_i \alpha_i k(x_i, x) + b)$. There are four commonly used kernel functions: linear, polynomial, radial basis function (RBF) and sigmoid:

1. **Linear**: $k(x_i, x_j) = x_i \cdot x_j$
2. **Polynomial**: $k(x_i, x_j) = (x_i \cdot x_j + 1)^d$
3. **RBF**: $k(x_i, x_j) = \exp\left(-\frac{\|x_i - x_j\|^2}{2\sigma^2}\right)$
4. **Sigmoid**: $k(x_i, x_j) = \tanh(k(x_i, x_j) - c)$

For multi-class problems, binary SVMs are combined in either one-against-one or one-against-all scheme [16] and details can be found in [17].

### 2.2 Bagging Support Vector Machines

Bagging SVM (bSVM), or bootstrap aggregating SVM, is an ensemble bootstrap method which incorporates the benefits of bootstrap and aggregating techniques by creating individuals for its ensemble by training each SVM classifier on a random subset of the training set. For a given dataset $\text{TR}(X)$, $K$ replicated training datasets are first randomly generated by bootstrapping technique with replacement. Next, SVM is applied for each bootstrap datasets. Finally, the estimation of bSVM is obtained by aggregating independently trained SVM’s in an appropriate aggregation technique. The general architecture of bSVM is shown in (Fig. 1).

In this study, we used majority voting aggregation technique due to its simplicity and popularity. Majority voting selects the class label that achieves the highest number of vote from each SVM models. Least squares estimation (LSE) based weighting and the double-layer hierarchical combining techniques are the other mostly used aggregation techniques for this purpose [18].

### 2.3 Experimental Dataset

We used Golub’s leukemia dataset [4] for experimental evaluation. This dataset contains bone marrow samples of acute leukemia patients in diagnosis: 19 B-lineage acute lymphoblastic leukemia (ALL), 8 T-lineage ALL samples; and 11 acute myeloid leukemia (AML) samples. Using signal-to-noise ratio, genes were ranked and top 999 genes were selected using Slonim’s permutation test (3) at 0.05 significance level. For dimension reduction, we performed Independent Component Analysis (ICA) [19] and selected 37 components, which explain the 99.6% of the total variance. Finally, we obtained a 38x37 matrix for classification.

### 3. Results

We applied bSVM to leukemia dataset using most common kernel functions: linear, polynomial, RBF and
sigmoid. For comparison, we applied SVM to dataset using same functions, but without bagging. We also compared our results with several classification methods. For all classification models, we performed 5-fold cross validation technique, and calculated several performance measures. Moreover, we tested bSVM’s efficacy by comparing with the results of other studies. Results are given in Table 1.

bSVM performed a 90.0% accuracy for linear function, 87.5% accuracy for polynomial function, 92.5% accuracy for radial basis function and 90.0% accuracy for sigmoid function. bSVM outperformed single SVM methods, only equally performed for the polynomial function. Also with a 92.5% accuracy, bSVM outperformed other classification methods and the methods used in other studies.

Table 1: Classification results of Leukemia dataset

<table>
<thead>
<tr>
<th>Method</th>
<th>AR(%)</th>
<th>AUC(%)</th>
<th>FM(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bagging SVM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Linear</td>
<td>90.0</td>
<td>98.6</td>
<td>90.5</td>
</tr>
<tr>
<td>Polynomial</td>
<td>87.5</td>
<td>98.0</td>
<td>86.5</td>
</tr>
<tr>
<td>RBF</td>
<td>92.5</td>
<td>98.0</td>
<td>92.7</td>
</tr>
<tr>
<td>Sigmoid</td>
<td>90.0</td>
<td>99.2</td>
<td>90.5</td>
</tr>
<tr>
<td>Single SVM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Linear</td>
<td>87.5</td>
<td>98.8</td>
<td>87.8</td>
</tr>
<tr>
<td>Polynomial</td>
<td>87.5</td>
<td>98.0</td>
<td>86.5</td>
</tr>
<tr>
<td>RBF</td>
<td>87.5</td>
<td>98.0</td>
<td>87.8</td>
</tr>
<tr>
<td>Sigmoid</td>
<td>87.5</td>
<td>98.8</td>
<td>87.8</td>
</tr>
<tr>
<td>Other Classification Methods</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Random Forest</td>
<td>87.1</td>
<td>97.7</td>
<td>90.0</td>
</tr>
<tr>
<td>C&amp;RT</td>
<td>82.1</td>
<td>88.0</td>
<td>87.2</td>
</tr>
<tr>
<td>C4.5</td>
<td>78.9</td>
<td>87.8</td>
<td>83.3</td>
</tr>
<tr>
<td>k-Nearest Neighbor</td>
<td>86.8</td>
<td>97.9</td>
<td>87.8</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>84.6</td>
<td>96.2</td>
<td>86.5</td>
</tr>
<tr>
<td>Other Studies</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zhenyu Wang - NF [20]</td>
<td>91.5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>A.C. Tan&amp;D. Gilbert - Single C4.5 [21]</td>
<td>91.2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>A.C. Tan&amp;D. Gilbert - Bagging C4.5 [21]</td>
<td>91.2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>A.C. Tan&amp;D. Gilbert - Adaboost C4.5 [21]</td>
<td>91.2</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

AR: Accuracy Rate, AUC: Area Under Curve, FM: F-measure.

Also, the results of Area Under Curve (AUC) and F measure (FM) were similar. Sigmoid kernel bSVM with a 99.2% AUC and RBF kernel bSVM with a 92.7% FM showed the highest performances.

3. Conclusions

In this study, we adapted bagging idea to support vector machines and proposed bSVM for the classification of leukemia disease. bSVM trains each SVM seperately using bootstrap technique, then aggregates the performances of each SVM by an aggregation strategy, such as majority voting.

Results, obtained from Golub’s leukemia dataset revealed that bSVM outperforms single SVM and other classification methods and can be used as a biomarker for the classification of leukemia disease.
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