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Abstract
Query optimization in distributed databases is explicitly needed in many aspects of the optimization process, often making it imperative for the optimizer to consult underlying data sources while doing cost based optimization. This not only increases the cost of optimization, but also affects the trade-offs involved in the optimization process significantly. The leading cost in this optimization process is the cost of costing that traditionally has been considered insignificant. The optimizer can only afford a few rounds of messages to the underlying data sources and hence the optimization techniques in this environment must be geared toward gathering all the required cost information with minimal communication. In this paper, a cache based query optimization model has been proposed which shows better hit ratio even for the initial queries made since local cache has been used instead of global cache. A cache is implanted between the local optimizer and local database. Whenever a query is given to a local optimizer, local optimizer first checks the cache rather than fetching the data directly from the database. In case, if the solution of query can be obtained from the cache, it results in saving a huge amount of computation time as accessing a cache is faster than accessing the database. The proposed cost optimization model works on the basis of four different factors i.e. server distance, server capacity, server load and current queue length to provide optimal node where query should be executed.
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1. Introduction
In world of universal dependence on information system, people want to access database from different parts of the world. Company also wants to deploy business worldwide. Due to global business policy, distributed database has become very popular and mostly used worldwide. A distributed database is a database in which storage devices are not all attached to a common processing unit such as the C.P.U. It may be stored in multiple computers located in the same physical location, or may be dispersed over a network of interconnected computers [1].

![Figure 1. Distributed database system architecture](image-url)
The management of query processing becomes very complex and its time taking process, so, query processing is a key issue in distributed database system.

Figure 1 shows the collection of data (e.g. in a database) that can be distributed across multiple physical locations. A distributed database can reside on network servers on the Internet, on corporate intranets or extranets or on other company networks. The replication and distribution of databases improves database performance at end-user worksites.

Query optimization is a function of many relational database management systems in which multiple query plans for satisfying a query are examined and a good query plan is identified. This may or may not be the absolute best strategy because there are many ways of doing plans [9][14]. There is a trade-off between the amount of time spent figuring out the best plan and the amount running the plan. Different types of database management systems have different ways of balancing these two factors. Cost based query optimizers evaluate the resource footprint of various query plans and use this as the basis for plan selection [5].

The rest of paper is organized as follows. In section 2, we summarize the literature survey. In section 3, proposed query optimization model is presented followed by cost optimizer in section 4. Finally, in section 5, query optimization algorithm and experimental results are discussed and section 6 concludes the work.

2. Literature Survey

According to Swati Gupta et al.[1] distributed database systems provide an improvement on communication and data processing due to its data distribution throughout different network sites. Not only is data access faster, but a single-point of failure is less likely to occur and it provides local control of data for users [23].

Fan Yuanyuan et al.[2] and Reza Ghaemi et al.[3] emphasized that the search complexity is constantly increasing due to new distributed database applications such as huge deductive database systems and we need better algorithms to speedup traditional database queries. An optimal dynamic programming method for such high dimensional queries has been the big disadvantage of its exponential order and thus we are interested in semi-optimal but faster approaches.

Advantage of using cache in query optimization is to reduce server load for frequently requested contents, reserve server capacity for other non-cacheable request of client/user and capital expenditure as well as operational savings may also be achieved by optimizing server utilization.

D. Kossmann et al.[6] describe how cache investment component can be built and integrated with the query optimizer without changing its basic components such as plan enumeration, search strategy or cost model. S. Adali et al.[4] uses distributed caching which makes network traffic flow less congested and also allows better load sharing along with more fault tolerance. Q. Luo et al. [12] describes DBCaches, which is deployed at application server. When arbitrary SQL statements are generated from the same request by the application that are intended for a backend database server, they can be answered: at the cache, at the backend database server, or at both locations in a distributed manner. The factors that determine the distribution of workload include the SQL statement type, the cache content, the application requirement on data freshness and cost-based optimization at the cache.

3. Proposed Query Optimization Model

To solve the problem of query processing in distributed database systems, a cache based query optimization model has been proposed.
In this model, cache is implanted between local optimizer and database server where each cache is associated with its corresponding local database server.

Figure 2 shows the proposed cache based query optimization model in distributed database. It has following modules:

- **User:** A user is an agent, either a human agent (end-user) or software agent who uses a computer or network service. A user often has a user account and is identified by a username (also user name). Other terms for username include login name, screen name (also screen name), nickname (also nick), or handle which is derived from the identical Citizen’s Band radio term. Users are also widely characterized as the class of people that use a system without complete technical expertise required to understand the system fully. In hacker-related contexts, such users are also divided into users and power users. In projects in which the actor of the system is another system or a software agent [13], it is quite possible that there is no end-user for the system. In this case, the end-users for the system would be indirect end-users.

- **Global Query Interface:** Global Query Interface is used to obtain a pointer to another interface, given a Graphical User Interface Database (GUID) that uniquely identifies that interface.

- **Query Analyzer:** Query analyzer receives the global query from the GUI and consults the Global Schema to analyze the query and decides about the appropriate nodes where requested query result resides.

- **Cost Optimizer:** One of the hardest problems in query optimization is to accurately estimate the costs of alternative query plans [19][22]. Optimizers cost query plans using a mathematical model of query execution costs that relies heavily on estimates of the cardinality or number of tuples flowing through each edge in a query plan [21]. Cardinality estimation in turn depends on estimates of the selection factor of predicates in the query [15]. Traditionally, database systems estimate selectivity through fairly detailed statistics on the distribution of values in each column, such as histograms.

- **Query Distributor:** It is responsible for sending the sub queries to appropriate sites so that the actual computation on those sub queries can be carried out [11][16].

- **Cache:** In computer science, a cache is a component that transparently stores data so that future requests for that data can be served faster [10][24]. The data that is stored within a cache might be values that have been computed earlier or duplicates of original values that are stored elsewhere. If requested data is contained in the cache (cache hit), this request can be served by simply reading the cache, which is comparatively faster. Otherwise (cache miss), the data has to be recomputed or fetched from its original storage location which is comparatively slower. Hence, the greater the number of requests that can be served from the cache, the faster the overall system performance becomes. To be cost efficient and to enable an efficient use of data, caches are relatively small. Nevertheless, caches have proven themselves in many areas of computing because access patterns in typical computer applications have locality of reference. References exhibit temporal locality if data is requested again that has been recently requested. References exhibit spatial locality if data is requested that is physically stored close to data that has been requested already.

- **Database:** A database is an organized collection of data, today typically in digital form. The data are typically organized to model relevant aspects of reality (for example, the availability of rooms in hotels), in a way that supports processes requiring this information (for example, finding a hotel with vacancies). The term database is correctly applied to the data and their supporting data structures and not to the database management system (DBMS). Users can query the database through the Global User Interface. Queries can be federated queries [25], federated queries are those queries which require access from more than one database. When a Global User Interface, receives a federated query, it first divides the federated query into sub-queries and passes those sub-queries to the appropriate databases. The retrieved result from each database is then integrated and results are shown at Global User Interface.

### 4. Cost Optimizer

It is the responsibility of cost optimizer to select the appropriate node for processing of the query. Since data is replicated at multiple sites [17], cost optimizer works on the basis of parameters chosen to select the appropriate processing node:

- **Current Queue Length:** This is the number of processes which are either running or waiting for their turn to get executed on the server.

- **Server Distance:** Server distance refers to the geographical distance of the server from the requesting client. Nearer will be the server, lesser will be the cost of fetching data from that server.

- **Server Capacity:** It is the number of processes which can run on a server without hampering the server’s normal functioning.
• Load: It is the ratio of actual processes running on a server to the capacity of the server i.e. Load = Current Queue Length / Server Capacity.

The parameters taken into consideration are Queue length, Server Distance and Load. Since queue length is by far the most important factor in determining the waiting time, a process will have to wait for execution in the queue. The proposed model has been designed by prioritizing different parameters taken into consideration for cost optimization. The highest priority has been given to queue length in order to reduce the traffic bottleneck in a replicated environment and subsequently server distance has been given second highest priority in order to reduce the transmission cost incurred. Hence, queue length is divided by factor of 10 whereas server distance divided by factor of 100 in mathematical calculations in order to select the optimal node for computation with the assumptions that queue length will always remain considerably small in size when compared with server distance. So lesser the queue length at a server, less is the cost and subsequently higher will be the response time.

Load refers to the ratio of number of requests served by the server to the total capacity of the requests that can be handled by the server. These factors help to balance the load amongst the servers.

The equations derived for determining the cost of executing a query based upon all the above considered parameters are as follows:

Let there are n number of servers. For each server i and j

\[ P_t = P_r + \frac{(QL_i - QL_j)}{10} \]
\[ P_t = P_r + \frac{(SD_i - SD_j)}{100} \]
\[ L_i = \frac{QL_i}{SC_i} \]
\[ L_j = \frac{QL_j}{SC_j} \]
\[ P_t = P_r + (L_i - L_j) \]

Where \( P_t \) = net priority of server

\( QL_i \) - queue length of server \( i \)
\( QL_j \) - queue length on server \( j \)

where \( 0 < i < n \) and \( 0 < j < n \)

\( SD_i \) - server distance of server \( i \) from requesting node
\( SD_j \) -server distance of server \( j \) from requesting node

\( L_i \) - load on server \( i \)
\( L_j \) - load on server \( j \)
\( SC_i \) - Server capacity of server \( i \)
\( SC_j \) - Server capacity of server \( j \)

5. Query Optimization Algorithm

Cache based query optimization approach is based on the fact that there is a cache placed near the database (or server). A request for accessing data is made by the user through User Interface, this request (or query) is analyzed by the query analyzer and the cost of query is optimized by cost optimizer in order to decide about the optimal nodes where sub-queries are to be sent for further processing [18][20]. Query distributor is responsible for further distributing the sub-queries to the appropriate sites. Local optimizer at each site checks whether the results can be returned from cache or the data need be fetched from the database depending upon the fact that a repeated request has been received or a fresh one. If data is fetched from the database then the cache is updated accordingly and results are displayed at User Interface.

5.1 Proposed Algorithm

STEP 1: Input: Query
Output: Optimized Result

STEP 2: site []=sites on which sub query is replicated
Length = site[].length

STEP 3: if (Length>1)

3.1 Start cost optimizer

3.2 Consider the following factors for each site i where sub query result is replicated.

• Current queue length(\( QL_i \))
• Server distance(\( SD_i \))
• Server capacity(\( SC_i \))
• Load(\( L_i \))

3.3 Prioritize all the sites on the basis of value of these parameters using following equations:

Let \( n \) be the number of servers for each site i in site []

\[ P_t = P_r + \frac{(QL_i - QL_j)}{10} \]
\[ P_t = P_r + \frac{(SD_i - SD_j)}{100} \]
\[ L_i = \frac{QL_i}{SC_i} \]
\[ L_j = \frac{QL_j}{SC_j} \]
\[ P_t = P_r + (L_i - L_j) \]
site0 = site with maximum priority
else
    site0 = site [0]
end if

STEP 4: send sub query to site0
STEP 5: check local cache of site0
STEP 6: if (data present in local cache) i.e. at site0
    return results from local cache
else
    • fetch data from database
    • update cache
    • return results.
end if

STEP 7: End of Algorithm

5.2 Experimental Results

The experimental evaluation of the proposed model uses sets of PC Memory distributed databases, operating system with windows 7 Server and database management system with MS Access.

Factors like server distance, server queue length and server load have been considered to prioritize the sites for cost estimation. A screenshot of prioritization factors taken into consideration is shown below in Figure 3.

![Figure 3. Prioritization of database site](image)

As shown in the above figure, optimized site is the site with ID 2.0 with best priority shown as 0.16875, so query distributor sends the sub query to site ID 2 for further processing.

The figure 4 shows how the proposed cache based model is efficient in improving query optimization as compared to existing model which don’t use local cache. In the present scenario, replicated database used for evaluating the results of the proposed model when used without cache is considered as an existing model and compared with proposed cache based approach (proposed model).

As figure 4 shows, initially the response time shown by the proposed model is not better than that of when using database system without cache. This is due to the fact that initially cache is empty, data is fetched from the database and also additional time is required to update the cache.

After a certain period of time, as the number of queries increase, computation time shown is almost same in both the cases. This is due to fact that time saved by fetching data from cache is neutralized by the time required to update the cache. Further increase in number of queries doesn’t affect the proposed scheme much, since the result sent against most of the requested queries is fetched from the cache and no computation is required. Hence, the proposed technique significantly increases the response time resulting in faster access to data by user.

We have compared the results obtained by us with the Wen-Syan results [24] which are obtained using global cache. Wen-Syan obtained the results based upon two factors: no. of queries and query type. But we take into consideration only no. of queries since query type has little significant when repeated queries are received from users. The comparison of results of our proposed model with that of results obtained by Wen-Syan [2003] has been tabulated in table 1.

![Figure 4. Computation time vs. number of queries](image)

<table>
<thead>
<tr>
<th>No. of Query</th>
<th>Cache hit-rate (Wen-Syan[2003])</th>
<th>Cache hit-rate (Proposed Model)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>0.3</td>
<td>0.6</td>
</tr>
<tr>
<td>50</td>
<td>0.5</td>
<td>0.71</td>
</tr>
<tr>
<td>60</td>
<td>0.64</td>
<td>0.72</td>
</tr>
<tr>
<td>80</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>100</td>
<td>0.8</td>
<td>0.76</td>
</tr>
<tr>
<td>120</td>
<td>0.81</td>
<td>0.81</td>
</tr>
<tr>
<td>150</td>
<td>0.82</td>
<td>0.83</td>
</tr>
</tbody>
</table>

Table 1 shows the number of queries vs. cache hit rate ratio when the proposed model is implemented and comparison of parametric values obtained is done with the values shown by the cache technique used by Wen-Syan.
Li [2003] which is considered as an efficient technique in query optimization.

Figure 5 shows the correlation between the number of queries and the cache hit rates as represented in table 1. As shown in the figure, when 20 queries are selected, the cache hit rate is close to 60%. And, when 100 queries are selected, the cache hit rate is close to 80%.

Wen-Syan Li [2003] has also used the cache concept but it can be concluded from the figure shown that are proposed model has a sharp raise in hit rate as compared to the technique used in Wen-Syan Li [2003]. This can be justified by the fact that, in the proposed technique, database-side cache has been used at each database i.e. cache is local to server while network-based caches are used in Wen-Syan Li [24].

6. Conclusion

Query optimization using cache based approach has proved to be a better option for optimizing queries in homogenous distributed database systems. It can prove to be of great advantage in the fields where access is generally of read only type for in those cases, updating the cache periodically and simultaneously maintaining concurrency with the database are not big issues and also this will increase the computation time.

This model can prove to be useful in situations where users generally access a certain part of database only, which is seen in most of cases i.e. locality of reference. In such cases, cache can save lot of accesses to the database and since accessing the database consumes a lot of time because of seek time and disk latency. Both seek time and disk latency can’t be reduced below a certain limit. Hence cache proves to be a great solution as accessing cache is much faster than accessing database.

As for future work, the proposed model can be implemented for heterogeneous distributed database systems. The concept of global caching can also be introduced in the system for better result. The facts like maintaining the concurrency of data in database systems where access is both read as well as write type can also be introduced.
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