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Abstract 
Iris segmentation is considered as the most difficult and 

fundamental step in an iris recognition system. While iris 

boundaries are largely approximated by two circles or ellipses, 

other methods define more accurately the iris resulting in better 

recognition results. In this paper we propose an iris segmentation 

method using Hough transform and active contour to detect a 

circular approximation of the outer iris boundary and to 

accurately segment the inner boundary in its real shape motivated 

by the fact that richer iris textures are closer to the pupil than to 

the sclera. Normalization, encoding and matching are 

implemented according to Daugman‟s method. The method, 

tested on CASIA-V3 iris images database is compared to 

Daugman‟s iris recognition system. Recognition performance is 

measured in terms of decidability, accuracy at the equal error rate 

and ROC curves. Improved recognition performance is obtained 

using our segmentation model proposing its use for better iris 

recognition system. 

Keywords: Iris segmentation, Biometric, Hough transform, 

Active contour. 

1. Introduction 

Biometric systems that recognize human features are often 

used for personal identification. Their main applications 

are in surveillance, security, identification and verification 

of individuals for controlling access to secured areas or 

materials. These systems extract and identify unique 

biometric features such as finger prints, palm prints, hand 

shape, retinal vasculature, handwritten signature, shape of 

the ear and voice. Since most of the existing methods have 

limited capabilities in recognizing relatively complex 

features in realistic practical situations, research and 

development are into more robust identification systems 

such as iris based recognition system. In fact Iris 

recognition system is considered among the most recent 

and reliable biometric human recognition systems [1]. The 

iris, considered as an internal organ yet externally visible, 

has unique, complex and stable features that do not change 

over time since 8 months after the birth [1]. 

 

Many processes lead the iris to be recognized; with no 

direct contact and a little human cooperation, an image of 

the eye is taken. The iris is first segmented, isolating it 

from the rest of the image. The segmented iris is then 

normalized to take into account scale and camera-eye 

distance variation. Normalized iris is encoded after it to 

define iris signature that is ready to be matched. Since the 

first complete implementation of the system by Daugman 

[2] and till our days, many researchers approve that iris 

segmentation is the most difficult and one of the most 

important step in the process [1], [2], [24], [28], [29]. 

 

While normalization, coding and iris matching are of 

common interest, they are all related to the segmentation 

process. Iris segmentation should be robust to closed 

eyelids, eye lashes, specular reflections and, in the non-

ideal cases, the deviated gaze images.  It should be able to 

isolate the iris and extract it accurately. 

 

In the following paragraphs, we present a literature review 

on iris segmentation then we introduce the proposed 

method and its implementation. Next the results are 

presented and compared to Daugman‟s results to finish 

with conclusions. 

2. Segmentation review 

Iris is a disk bounded by the pupil from inside and by the 

sclera and the eyelids from the outside. In most 

commercial systems and advanced researches, the iris is 

modeled by two non-concentric circles [1], [2]. The 

algorithm scans the eye image to detect these two circles; 

then extracts the eyelids by some model approximation and 

remove eyelashes and specular reflections using intensity 

threshold. We present in what follows a classification of 

different proposed methods in iris segmentation. 

 

Daugman was the first to present a complete iris 

recognition system [1]. To segment the iris he defined the 

so-called Daugman Integro-differential operator as follow: 
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where I(x,y) represents the image intensity at location (x,y), 

Gσ(r) is a radial σ scale Gaussian smoothing filter, s is the 

contour of the circle (x ,y ,r)  and * denotes for 

convolution. The operator searches for the circle where 

there is maximum change in pixel values, by varying the 

radius r and center (x, y) position of the circular contour s. 

Two maximum values are obtained corresponding to the 

two circles defining the iris. Daugman doesn‟t use any 

thresholds on the gradient image, what makes all image 

information usable. But from the other side, the operator 

becomes more sensitive to noisy values which may lead to 

wrong iris detection. As for eyelids, Daugman uses 

parabolic operator. The operator searches and detects 

parabolic curve that models the eyelids. Finally eyelashes 

and specular reflections are isolated by intensity threshold. 

 

Wildes introduced the circular Hough transform to detect 

the iris [3]. The algorithm calculates the image gradient 

creating an edge map to be transformed into Hough space. 

Votes are then calculated to define two circles given a 

range of possible radius. Outer iris boundary is detected 

before inner boundary. The results are sensible to the 

defined gradient image and to the predefined range of 

possible circle radius. Wildes also used parabolic Hough 

transform to detect the eyelids and intensity threshold to 

isolate the eyelashes. 

 

In his work [4], Masek implemented Wildes‟ segmentation 

method. He used Canny edge detection to detect iris edge 

points. Vertical edges are used to detect the outer iris 

boundary at first after it horizontal edges detect inner iris 

boundary. To separate eyelids from the iris, a horizontal 

line obtained after a linear Hough transform application on 

the image isolates each eyelid from the iris. Eyelashes and 

specular reflections are segmented by intensity threshold. 

 

In [5]-[10], iris segmentation is based on Hough transform. 

In [5], Mahlouji et al. utilized circular Hough transform to 

segment the iris. Using Circular Hough transform applied 

to an edge map created by a Canny filter, the inner iris 

boundary is first detected then the outer boundary is 

detected after it. After it, linear Hough tranfrom is used to 

exclude eyelids. Results reported in a recognition accuracy 

of 97.50%.  

 

In [8], iris segmentation is based on Masek‟s 

implementation of Wildes‟ segmentation. Compared to 

Wildes method, the iris detection order is reversed; the 

pupil is first detected then the outer iris boundary. A 

second modification is in eliminating very high intensity 

edge points as they are possibly originated from specular 

reflections. Upper and lower eyelids are also detected 

using Wildes‟ method, but they are divided into two equal 

parts. And instead of modeling each eyelid by a horizontal 

line, the eyelid is now modeled by two connected lines.  

 

Some researchers [11]-[15] used ellipse fitting to segment 

the iris especially in the case of off angle images. In [11], a 

non-cooperative iris segmentation algorithm is introduced. 

The method is based on numerically stable direct least 

squares fitting of ellipses model and modified Chan-Vese 

model. The iris boundaries are fitted with an ellipse in a 

first stage, next they are accurately segmented using a 

modified Chan-Vese model. Better segmentation efficiency 

with lower processing time is reported using CASIA V3 

images. 

 

Ryan et al. [15] used Starburst algorithm, introduced in 

[16], to detect limbic and pupil boundary. Eyelids are 

detected using snake algorithm. Better results in iris 

segmentation are reported but the number of parameters to 

adjust and search increased (major and minor axis length, 

center coordinates and rotation angle). 

 

In [17] and [18] iris is localized by use of Morphologic 

operators like intensity threshold, opening and closing. 

More specifically in [17] intensity information is used to 

find a square region that completely surrounds the pupil. 

The square region is then binarized to extract an edge map 

from it. An iterative morphological operator‟s algorithm is 

then applied to detect the iris inner boundary. Outer 

boundary is divided into right and left sides in which they 

are detected by arched Hough transform and finally 

merged together. Obtained results claim to show an 

improvement in the precision of the iris localization. But it 

must be taken into account that the database used to test 

the methodology (CASIA - Version 1) is considered as an 

easy non challenging database. 

 

Other methods based on circular iris boundaries 

approximation also have been implemented such as least 

square method proposed by Zhu et al. [19] and gray-scale 

distribution feature method proposed by Yuan et al. [20],  

[21]. Other methods as well are based on ellipse fitting 

such as Zuo and Natalia [22]. 

 

Active contours are also used to detect irises [2], [23]-[29]. 

Many approaches are used to apply parametric or 

nonparametric models to segment the iris boundaries, [23]-

[25]. In [26], a semantic iris contour map combining 

spatial information on iris location (obtained by a circular 

Hough transform) and gradient map as edge indicator is 
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used for level set active contour segmentation. The 

semantic iris contour map is claimed to reduce the local 

extremes in iris region misleading the evolution of the iris 

contour. Tests were performed on ICE (2005) database and 

CASIA V3 database, reporting efficient and effective 

results. 

 

In [2], gradient vector flow is used to implement the active 

contour segmentation. Pupil is first segmented with an 

initial circle containing the pupil. Then an ellipse 

containing the iris is used as initial contour to segment the 

outer iris boundary. Chen et al. used probabilistic active 

contour [27], Daugman used Fourier coefficients based 

active contour [23] and Shah and Ross [28] made use of 

geodesic active contours for iris segmentation. Vatsa et al. 

[29] used a modified energy function to detect the exact 

iris boundaries by evolving the initial contour in narrow 

bands. 

3. Proposed Methodology 

An analysis of the iris segmentation literature shows that 

iris segmentation is divided into circle/ellipse fitting or real 

contour detection. According Huang et al. [30] 

investigations, the actual iris boundaries are not always 

circular; while the outer iris boundary is so close to a 

circle, it is not the case for the inner boundary. In addition 

iris richer textures are closer to the pupil than to the sclera 

[2]. These two facts explain the importance to accurately 

define and segment the inner iris boundary; the pupil must 

be correctly isolated from the iris without identifying some 

pupil boundaries as belonging to iris region. As for the 

external iris boundary, a circular approximation fits 

enough the real shape especially that the iris region close 

to the sclera is poor with important textures. 

 

In our method we propose to detect the pupil-iris boundary 

in its real shape and the iris-sclera boundary in a circular 

approximation. Circular Hough transform detects at first 

the outer iris boundary, defines a region of interest ROI 

that contains the pupil and after it applied again to the 

ROI, it gives a circular approximation of the pupil‟s 

boundary. Then active contour without edges model is 

applied using the circular inner iris boundary 

approximation as an initial contour to accurately segment 

the inner iris boundary in its real shape. We describe in 

what follow the circular Hough transform, the active 

contour model and their implementation. 

2.1 Circular Hough transform 

Hough Transform is an algorithm that permits to detect 

objects in an image within a certain geometrical form as a 

line, circle, ellipse… We are interested here in circular 

Hough transform that detects circular shapes. To do so a 

binary edge map is first generated, by use of a gradient 

filter. Then, votes in a circular Hough space are analyzed 

to estimate the three parameters of a circle: center (x0,y0) 

and radius (r) [3]. The parameters of the circle to be 

detected are modeled as the following circle equation: 

22

0

2

0 )()( ryyxx   (2) 

The location (x0, y0, r) with the maximum value of Hough 

space is chosen as the parameter vector for the strongest 

circular boundary. 

2.2 Active contour without edges 

Active contour is a dynamic curve that evolves iteratively 

toward object contour in an image. An energy function 

describes the contour by its physical properties 

(connectivity, curvature, balloon …) and by the properties 

of the image (gradient, intensity…). The algorithm finds a 

combination between image pixels to minimize the energy 

function in order detect the contour. Many models exist for 

active contour; each defining a different energy function. 

In our method we used active contour without edges model 

that detects the contour of an image without calculating its 

gradient and eventually its edges [31]. 

 

To describe this model, figure 1 [32] shows an image of a 

single object having different color intensity from its 

background. C0 is the object‟s real contour, c1 and c2 are 

respectively the average intensities inside and outside C0 

and U(x,y) is the intensity value in pixel (x,y) The active 

contour energy is defined as: 

     
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According to F we can have four different cases of 

detected contour as shown in figure 2 [28]. 

 
Fig. 1  Image representing a single object of intensity Uinternal, 

separated by the contour C0 from its back ground of intensity Uexternal. 

IJCSI International Journal of Computer Science Issues, Vol. 9, Issue 6, No 2, November 2012 
ISSN (Online): 1694-0814 
www.IJCSI.org 3

Copyright (c) 2012 International Journal of Computer Science Issues. All Rights Reserved.



 

By taking the four different cases of figure 2, we combine 

all possible outcomes of the green contour with the real 

one [26]: 

    0&0 21  CFCF
 (4) 

    0&0 21  CFCF
 (5) 

    0&0 21  CFCF
 (6) 

    0&0 21  CFCF
 (7) 

It is clear that minimizing F leads to the detection of the 

contour. And the problem of contour detection simplifies 

to be solution of minimizing F in terms of c1, c2 and C. 

Starting with an initial contour C, the contour evolves into 

the direction of minimizing F and detecting the real 

contour according to the differential equation given by 

Chan et al. [31]: 
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(a) (b) 

  
(c) (d) 

Fig. 2  Four different cases of detected contour. 

 

2.3 Implementation 

Starting with an eye image, outer iris boundary is firstly 

segmented by circular estimation using circular Hough 

transform. The result obtained helps to define the pupil 

ROI. Then circular Hough transform is applied once again 

to approximate the pupil by a circle to be used as an initial 

contour for active contour segmentation. The image has a 

big size, rich iris texture complexity and contains different 

heterogonous regions inside of it, which will mislead the 

active contour. Thus by defining the pupil ROI and an 

initial contour which is close to the real boundary the space 

search for the inner iris boundary will be decreased, 

eventually saving processing time and increasing speed of 

convergence of the active contour. For active contour 

implementation, we adopted the discretization of Eq. (8) 

used by Chan et al. in their work [31]. 

A condition for active contour convergence must be set. 

This means imposing a convergence criterion to stop the 

active contour when global minimum of energy function F 

is obtained. To do so, we measure the variation within 

iterations of the pupil‟s region surface. Convergence is 

obtained when the pupil‟s region becomes almost stable 

and varies within a small interval. 

 

Specular reflections inside the pupil may mislead the 

active contour. To overcome this problem, pixels inside of 

the pupil are subject to a low pass filter that neglects high 

intensity values coming from specular reflections. This is 

sufficient since high contrast exist between the dark pupil 

and the very light specular reflections. 

 

For eyelashes and eyelids noise removal, we used Wildes 

method. Search for a linear Hough transform detects upper 

and lower eyelids. From each of the detected lines, a 

horizontal line refines and excludes the eyelids. As for 

eyelashes, they are excluded by intensity threshold. 

 

In order to compare and evaluate the efficiency of the 

segmentation, we compared our proposed model with the 

reference model of Daugman. We kept the normalization, 

encoding and matching unchanged and we used the same 

models used with Daugman. 

 

Once segmented iris is normalized according to „Rubber 

Sheet‟ model proposed by Daugman [1]. Daugman 

approximates the iris with a circular ring. He normalizes 

the iris patterns by projecting the iris into a dimensionless 

rectangular shape. Intensity pixels Ic(x,y) in the Cartesian 

space of the segmented iris are mapped to the Pseudo-

Polar space Ip(r,) by the following equations: 

       ,,,, ryrxIrI cp   (9) 

        sp rxxrrx  1,  (10) 

        sp ryyrry  1,  (11) 

where (xp(),yp())and (xs(),ys()are the coordinates of the 

internal and external iris boundaries respectively at angle. 

r varies from 0 to 1 corresponding respectively to the 

internal and external iris circular boundaries and  varies 

from 0 to 2. 

Encoding of the iris textures is ensured by 2D Gabor 

filters, same proposed and used by Daugman. It provides 

an excellent attributes which are very suitable to extract 

iris features.  A 2D Gabor filter over an image domain is 

given by: 
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where (,) specify the effective width and length and  is 

the filter‟s angular frequency having (r0,0) the center 

frequency. The convolution of the normalized iris image 

with 2D Gabor filter results in complex valued 

coefficients. Using Daugman‟s phase quantization method, 

the phase information of these coefficients is quantized 

into four levels, one for each possible quadrant in the 

complex plane [1]. 

 

Finally Hamming distance as defined by Daugman [1] is 

used for the matching stage, it is used to determine whether 

two iris codes belong to the same person or not. Let A and 

B be two iris codes to be matched. The Hamming distance 

(HD) is calculated as follows: 
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where M and N are respectively the angular and radial size 

of the iris code.  is a rotational parameter that compensate 

for iris rotation and Min is the minimum outcome of the 

equation in parentheses. The lower value outcome is the 

HD. The Hamming distance is considered as a similarity 

score between two iris images. A HD value that is lower 

than a threshold indicates that the two images match [1]. 

3. Results 

To test our method, CASIA V3-Interval images were used 

[33]. The iris data base contains 2639 iris images captured 

from 249 subjects. Most of the images were captured in 

two sessions, with at least one month interval. The images 

are in 8 bit grayscale JPEG files, collected under near 

infrared and having a resolution of 320 * 280 pixels. They 

are considered as a good quality iris images with clear iris 

texture details. In figure 3 two iris images shows that the 

pupil‟s shape is far from being neither a perfect circle nor a 

perfect ellipse. We used these images to demonstrate and 

explain the difference in the two segmentation approaches. 

In figure 4, the two segmentation methods are shown on 

each iris image at the same time. The white circle is the 

circular approximation segmentation while the green 

contour is result of our proposed segmentation method. 

 

 The obtained results show that the external iris boundary 

is well described by a circle. The circular approximation 

fits the external iris boundary. Eyelashes and eyelids that 

overlay the iris would be isolated subsequently. 

  
(a) 

 
(b) 

Fig. 3  Two iris images showing a non circular pupil. 

 

 
 

 
Fig. 4  Iris images segmented with circular approximation in white 

contour and with active contour in green contour. 
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As for the inner iris boundary, the pupil is not well 

described and segmented with a circle. Within the white 

detected circle, a part of iris region is considered as 

belonging to the pupil and at the same time a part of the 

pupil, exterior to the white circle, is considered as iris 

region. Wrong identification such this can influence the 

recognition performance. On the other hand, the green 

contour, result of our segmentation, accurately detects the 

pupil in its real shape. 

 

After the iris has been segmented, eyelashes and eyelids 

still need to be isolated. Linear Hough transform is used to 

detect upper and lower eyelids, it permits to define two 

horizontal lines that exclude the eyelids. As for eyelashes, 

they are segmented by intensity threshold. The images in 

the datasets used, have irises with intensity values 

generally higher than 100, while eyelashes have intensity 

values lower than 100. An intensity threshold of 100 is 

then set to isolate the eyelashes. 

 

To define the convergence criterion of active contour, we 

measured the variation of pupil region with iterations. 

Figure 5 shows this variation in typical pupil segmentation 

in two cases of the images in figure 3. 

 

In figure 5(a), the first image of figure 3 is segmented; the 

initial active contour evolves to detect the real pupil 

boundary. The active contour‟s region decreases with 

iterations to reach an almost fix level. The pupil‟s region is 

less than that defined with its circular approximation. 

While segmenting the second image of figure 3, the active 

contour‟s region increases with iterations as shows figure 

5(b).  In this case the pupil‟s region is bigger than its 

circular approximation. In both images of figure 5, starting 

from about the 45
th

 iteration the active contour region 

varies within a range of 20 pixels. The active contour is 

almost stable indicating convergence to pupil 

segmentation. 

 

The algorithm is tested on the entire iris data base. Error in 

segmentation occurred when eyelashes are covering or 

masking a part of the pupil. 

 

Figure 6 shows a case where the model fails to segment the 

iris. In 6(a), the pupil is heavily covered by eyelashes 

misleading the active contour to accurately identify and 

detect the pupil. Figure 6(b) shows the detected boundaries 

where the covering eyelashes are identified as region of the 

pupil. The segmented iris is shown in figure 6(c). 

 

Eyelashes and eyelids are eliminated according to the 

methodology already described. Even if the segmentation 

considered some eyelashes as part of the pupil, it didn‟t 

introduce noisy data to the iris affecting matching decision. 
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Fig. 5  Variation of active contour region along iterations during the 

segmentation of the two images of figure 3. In 5(a), the pupil from figure 

3(a) is smaller than its circular approximation, active contour‟s region 

decreases with iterations to detect it accurately. While in 5(b) it is the 

opposite case; the pupil from figure 3(b) is bigger than its circular 

approximation. Active contour‟s region increases with iterations to detect 

the pupil. 

 

After segmentation, iris is normalized according to 

Daugman‟s rubber sheet model. Iris is transferred into the 

polar space with a stable dimension of 32 (radial 

resolution) * 240 (angular resolution) pixels. 2D Gabor 

filter is then applied to encode irises features. 
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(a) 

 
(b) 

 
(c) 

Fig. 6  Segmentation of highly covered iris. (a) Iris covered with 

eyelashes; (b) Detection of the iris; (c) Segmented iris. 

To evaluate the proposed segmentation effect and its 

contribution in recognition results, recognition 

performance is measured. Three recognition performance 

parameters are calculated namely, decidability, accuracy at 

the equal error rate and ROC curves.  

Decidability is a performance parameter proposed and 

used for the first time by Daugman [1]. It measures the 

separation between the inter and the intra-class 

distributions of the Hamming distances. Intra-class HD 

distribution is the outcome of comparing irises that belong 

to same person whether inter-class is the HD values of 

comparing irises of different persons from the dataset. The 

decidability is given by the following equation: 

  222

DS

DStyDecidabili







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Where S and D are respectively the intra and inter-class 

distribution‟s mean, while S and D are respectively the 

standard deviations of the intra and inter-class 

distributions. Daugman‟s system resulted in a decidability 

of 6.41 while our real shape pupil segmentation based iris 

recognition system resulted in a higher decidability value 

which is 7.26. Our system separates better between the two 

distributions. 

 

Second performance parameter is the accuracy at equal 

error rate (EER). It is accuracy achieved when the false 

accept rate (FAR) and false reject rate (FRR) are equal. 

FAR measures the probability of a person being wrongly 

identified as another individual while FRR the probability 

of an enrolled person not being identified by the system 

[4]. 

 

Let s
D

i,j be an inter-class score HD calculated between 

samples i and j  of two different persons and s
S

i,j be the 

intra-class score HD. FAR and FRR can be calculated for a 

threshold T according to the following equations [2]: 
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, 
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where |…| is the cardinal of a set. 

 

Figure 7 shows the FAR, FRR curves and EER for the two 

recognition systems. Daugman‟s system resulted in an 

equal error rate of 0.0027 that corresponds to an accuracy 

of 99.73% for a 0.4066 threshold, while our system 

resulted in same equal error rate value and thus same 

accuracy but with a lower threshold of 0.3758. 
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Fig. 7  FAR, FRR curves and EER value for Daugman‟s system in (a) 

and for our proposed system in (b). 

 

Receiver operating characteristics (ROC) curves is the 

third performance parameter used to evaluate our system. 

The ROC curves give the best analyses of accuracy 

because they present the achieved accuracy over a range of 

operating points. ROC curves are obtained by presenting 

the FAR variation in terms of FRR. More an ROC curve is 

asymptotic to the abscissa and to the ordinate axes, better 

are the system‟s performances [2]. Figure 8 show the ROC 

curves obtained with the two systems. Our system‟s ROC 

curve is more asymptotic to the abscissa and ordinate axes 

than Daugman‟s ROC curve showing that our 

segmentation affected the recognition performance and 

improved accuracy at most operating points, especially at 

low operating points where significant accuracy 

improvements are shown. 

 
Fig. 8 ROC curves for Daugman‟s system in blue curve and green curve 

for our system. 

 

The three obtained performance parameters for both 

systems are summarized in table 1 below. 

Table 1: Performance parameters of Daugman‟s and our recognition iris 

system 

Performance 

parameter 
Our system 

Daugman’s 

system 

Decidability 7.26 6.41 

Accuracy at EER 99.73% 99.73% 

ROC curves More asymptotic 
curve 

Less asymptotic 
curve 

4. Conclusions 

In this paper we proposed an iris segmentation 

methodology for the purpose of iris recognition. The 

proposed method segments accurately the inner iris 

boundary in its real shape. The effect of the segmentation 

on iris recognition results is measured using three 

performance parameters: decidability, accuracy at the 

equal error rate and ROC curves. Compared to Daugman‟s 

system, where iris inner boundary is approximated to a 

circle, our proposed system resulted in same accuracy at 

EER but better decidability and ROC curves. Results 

obtained encourage the use of the proposed segmentation 

methodology for an improved performance iris recognition 

system.  
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