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Abstract 
Text mining is a very exciting research area as it tries to discover 

knowledge from unstructured texts. These texts can be found on 

a computer desktop, intranets and the internet. The aim of this 

paper is to give an overview of text mining in the contexts of its 

techniques, application domains and the most challenging issue. 

The focus is given on fundamentals methods of text mining 

which include natural language possessing and information 

extraction. This paper also gives a short review on domains 

which have employed text mining. The challenging issue in text 

mining which is caused by the complexity in a natural language 

is also addressed in this paper. 

 

Keywords: -; text mining, information extraction, natural 

language processing, ambiguity. 

1. Introduction 

In this modern culture, text is the most common vehicle for 

the formal exchange of information. Although extracting 

useful information from texts is not an easy task, it is a 

need of this modern life to have a business intelligent tool 

which is able to extract useful information as quick as 

possible and at a low cost. Text mining is a new and 

exciting research area that tries to take the challenge and 

produce the intelligence tool.  The tool is a text mining 

system which has the capability to analyze large quantities 

of natural language text and detects lexical and linguistic 

usage patterns in an attempt to extract meaningful and 

useful information [1]. The aim of text mining tools is to 

be able to answer sophisticated questions and perform text 

searches with an element of intelligence. 

 

Technically, text mining is the use of automated methods 

for exploiting the enormous amount of knowledge 

available in text documents. Text Mining represents a step 

forward from text retrieval. It is a relatively new and 

vibrant research area which is changing the emphasis in 

text-based information technologies from the level of 

retrieval to the level of analysis and exploration. Text 

mining, sometimes alternately referred to as text data 

mining, refers generally to the process of deriving high 

quality information from text. Researchers like [2], [3] and 

others pointed that text mining is also known as Text Data 

Mining (TDM) and knowledge Discovery in Textual 

Databases (KDT). According to [4] the boundaries 

between data mining and text mining are fuzzy. The 

difference between regular data mining and text mining is 

that in text mining, the patterns are extracted from natural 

language texts rather than from structured databases of 

facts. 

 

Text mining is an interdisciplinary field which draws on 

information retrieval, data mining, machine learning, statis-

tics, and computational linguistics. Preprocessing of 

document collection (text categorization, information 

extraction, term extraction), storing the intermediate 

representations, analysing the intermediate representation 

using a selected technique such as distribution analysis, 

clustering, trend analysis, and association rules, and 

visualizing the results are considered necessary processes 

in designing and implementing a text mining tool. Among 

the features of text mining systems/tools are:  

• a user centric process which leverages analysis 

technologies and computing power to access 

valuable information within unstructured text 

data sources ; 

• text mining processes are driven by natural 

language processing and linguistic based 

algorithm 

• eliminate the need to manually read 

unstructured data sources.  

Research in text mining has been carried out since the mid-

80s when the US academic, Prof Don Swanson, realized 

that, by combining information slice from seemingly 

unrelated medical articles, it was possible to deduce new 

hypotheses [5]. In the early years of text mining research, 

text mining systems were aimed at information specialists. 

They typically require a combination of domain and 

informatics expertise to configure. Today, work on text 

mining has been carried out by researchers for different 

various type of domains. The aim of this paper is to give 

an overview of text mining system. The paper is organized 

as follows. Section 2 presents fundamental techniques in 

text mining. Section 3 reviews text mining work which has 

been conducted for a specific domain. Section 4 addressed 

the challenging issue in developing a robust text mining. 

Section presents a summary of the paper. 
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2. Techniques 

Researchers in the text mining community have been trying 

to apply many techniques or methods such as rule-based, 

knowledge based, statistical and machine-learning-based 

approaches. However, the fundamental methods for text 

mining are natural language processing (NLP) and 

information extraction (IE) techniques. The former 

technique focuses on text processing while the latter 

focuses on extracting information from actual texts. Once 

extracted, the information can then be stored in databases 

to be queried, data mined, summarized in a natural 

language and so on. The use of natural language 

processing techniques enables text mining tools to get 

closer to the semantics of a text source [6]. This is 

important, especially when the text mining tool is expected 

to discover knowledge from texts. 

 

2.1 Natural Language Processing (NLP) 

NLP is a technology that concerns with natural language 

generation (NLG) and natural language understanding 

(NLU). NLG uses some level of underlying linguistic 

representation of text, to make sure that the generated text 

is grammatically correct and fluent. Most NLG systems 

include a syntactic reliazer to ensure that grammatical rules 

such as subject-verb agreement are obeyed, and text 

planner to decide how to arrange sentences, paragraph, and 

other parts coherently. The most well known NLG 

application is machine translation system. The system 

analyzes texts from a source language into grammatical or 

conceptual representations and then generates 

corresponding texts in the target language. NLU is a 

system that computes the meaning representation, 

essentially restricting the discussion to the domain of 

computational linguistic. NLU consists of at least of one 

the following components; tokenization, morphological or 

lexical analysis, syntactic analysis and semantic analysis. 

In tokenization, a sentence is segmented into a list of 

tokens. The token represents a word or a special symbol 

such an exclamation mark. Morphological or lexical 

analysis is a process where each word is tagged with its 

part of speech. The complexity arises in this process when 

it is possible to tag a word with more than one part of 

speech. Syntactic analysis is a process of assigning a 

syntactic structure or a parse tree, to a given natural 

language sentence. It determines, for instance, how a 

sentence is broken down into phrases, how the phrases are 

broken down into sub-phrases, and all the way down to the 

actual structure of the words used [7].  

 

Semantic analysis is a process of translating a syntactic 

structure of a sentence into a semantic representation that 

is precise and unambiguous representation of the meaning 

expressed by the sentence. A semantic representation 

allows a system to perform an appropriate task in its 

application domain. The semantic representation is in a 

formally specified language. The language has expressions 

for real world objects, events, concepts, their properties 

and relationships, and so on. Semantic interpretation can 

be conducted in two steps: context independent 

interpretation and context interpretation. Context 

independent interpretation concerns what words mean and 

how these meanings combine in sentences to form sentence 

meanings. Context interpretation concerns how the context 

affects the interpretation of the sentence. The context of 

the sentence includes the situation in which the sentence is 

used, the immediately preceding sentences, and so on.  

 

2.2  Information Extraction (IE) 

IE involves directly with text mining process by extracting 

useful information from the texts. IE deals with the 

extraction of specified entities, events and relationships 

from unrestricted text sources. IE can be described as the 

creation of a structured representation of selected 

information drawn from texts. In IE natural language texts 

are mapped to be predefine, structured representation, or 

templates, which, when it is filled, represent an extract of 

key information from the original text [8], [9]. The goal is 

to find specific data or information in natural language 

texts. Therefore the IE task is defined by its input and its 

extraction target. The input can be unstructured documents 

like free texts that are written in natural language or the 

semi-structured documents that are pervasive on the Web, 

such as tables or itemized and enumerated lists.  

 

Using IE approach, events, facts and entities are extracted 

and stored into a structured database. Then data mining 

techniques can be applied to the data for discovering new 

knowledge. Unlike information retrieval (IR), which 

concerns how to identify relevant documents from a 

document collection, IE produces structured data ready for 

post-processing, which is crucial to many text mining 

applications. Figure 1 illustrates how IE can play a part in 

a knowledge mining process. Furthermore, IE allows for 

mining the actual information present within the text, 

rather than the limited set of tags associated to the 

documents. The work of [9], [10], have presented how 

information extraction is used for text mining. According 

to [11] and [12] typical IE are developed using the 

following three steps:- 

• text pre-processing; whose level ranges from text 

segmentation into sentences and sentences into tokens, 

and from tokens into full syntactic analysis;  
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• rule selection; the extraction rules are associated with 

triggers (e.g. keywords), the text is scanned to 

identify the triggering items and the corresponding 

rules are selected;  

 

• rule application, which checks the conditions of the 

selected rules and fill in the form according to the 

conclusions of the matching rules.  

 

Furthermore [13] and [14] emphasized that information 

extraction is based on understanding of the structure and 

meaning of the natural language in which documents are 

written, and the goal of information extraction is to 

accumulate semantic information from text. Technically, 

extracting information from texts requires two pieces of 

knowledge: lexical knowledge and linguistic grammars. 

Using the knowledge we are able to describe the syntax 

and semantic of the text[15]. A common approach to 

information extraction is to use patterns which match 

against text and identify items of interest. Patterns are 

applied to texts which have undergone various levels of 

linguistic analysis, such as phrase chunking [16] and full 

syntactic parsing [17]. The approaches may use different 

definition of what constitutes a valid pattern. For example, 

[18] use subject-verb-object tuples derived from a 

dependency parse, followed by [19] uses patterns which 

match certain grammatical categories, mainly nouns and 

verbs, in phrase chunked text. Reference [20] reported in 

identifying the parts of a person name through analysis of 

name structure. For example, the name Doctor Paul R. 

Smith is composed of a person title, a first  name, a middle 

name, and a surname. It is presented as a preprocessing 

step for an entity recognition and for the resolution of co-

references to help determine, for instance, that John F. 

Kennedy and President Kennedy are the same person, 

while John F. Kennedy and Caroline Kennedy are two 

distinct persons.  

 

Research work in [21] applied IE for detecting events in 

text. Event detection consists of detecting temporal entities 

in conjunction with other entities. For example, 

conferences are usually made up of four parts: one 

conference name, one location, and two dates (e.g., name: 

“AAAI,” location: “Boston,” start date: “July 16th 2006,” 

end date: “July 20th 2006”). A person birth or death is a 

person name and date pair (e.g., name: “John Lennon,” 

date: “December 8th, 1980”). Smith used event detection 

to draw maps where war locations and dates are identified.  

 

 

 

 

Fig. 1 A diagram shows important entities are extracted and stored in a 

database. Data mining approach is used to mined the stored data. Hidden 

knowledge is then visualized. 

 

3. Applications 

Text mining application uses unstructured textual informa-

tion and examines it in attempt to discover structure and 

implicit meanings hidden within the text [9]. Compared 

with the kind of data stored in databases, text is 

unstructured, amorphous, and difficult to deal with. 

Through text mining, we can uncover hidden patterns, 

relationships, and trends in text. [14] argued that the 

benefits of using text mining is to get to decision points 

more quickly, at least 10x speedup over previous methods, 

and find  information which is hidden. Reference [23] 

addressed that text mining enables organizations to explore 

interesting patterns, models, directions, trends, rules, 

contained in text in much the same way that data mining 

explores tabular or “structured” data.  

3.1 Bioinformatics 

Research work for IE has grown dramatically in a 

bioinformatics domain, where biomedical journal articles 

have become an important application area in the recent 

years. The motivation for this work comes primarily from 

biologists, who  find themselves faced with an enormous 

increase in the number of publications in their field since 

the advent of modern genomics is too many; keeping up 

with the relevant literature is nearly impossible for many 

scientists [22]. In the bioinformatics domain, biomedical 

research literature has been a target for text mining. The 

first textbook on biomedical text mining with a strong 

genomics focus appeared in 2005 [14], where it has 

reported that industry has suggested that 90% of drug 

targets are derived from the literature. The goal of text 

mining in this area is to allow biomedical researchers to 

extract knowledge from the biomedical literature in 

facilitating  new discovery in a more efficient manner [4], 

[24].  
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Most of the text mining research in this domain has been 

done in the context of MEDLINE. MEDLINE records 

consist of a title, an abstract, a set of manually assigned 

metadata terms. Various text mining approaches such as 

co-occurance based mining (Blake and Pratt, 2001), IR-

based meta-data profiling [25] have been proposed for 

MEDLINE data. 

  

In evaluating biomedical text mining, Hersh, [24] claimed 

that, most research in text mining still focuses on the 

development of specific functions or algorithms. Although 

some text mining systems have been developed, such as 

MedScan [26] and Textpresso [2], Hersh argued that none 

is really routine use by end-users. At the same time, most 

of the text-mining tools in biomedical domain have 

focused on test collections developed by individual 

research groups.  

 

3.2 Business Intelligence  

Of the major concerns in any business is to minimize the 

amount of guessing work involved in decision making. The 

risk of making wrong prediction should be reduced. Most 

of the data mining techniques are created to deal with 

prediction. The problem with data mining is that it can 

help only up to a certain point, since most of data are 

available in texts (reports, memos, emails, planning 

document, etc). Data mining and text mining techniques 

can complement each other. For example, data mining 

techniques may be used to reveal the occurrence of a 

particular event while text mining techniques may be used 

to look for an explanation of an event.  

 

3.3 National Security  

 

The use of text mining tool in national defence security 

domain has become an important issue. Government 

agencies are investing considerable resources in the 

surveillance of all kinds of communication, such as email, 

chats in chat rooms. Email is used in many legitimate 

activities such as messages and documents exchange. 

Unfortunately, it can also be misused, for example in the 

distribution of unsolicited junk mail, mailing offensive or 

threatening materials. Since time is critical and given the 

scale of the problem, it is infeasible to monitor emails or 

chat rooms normally. Thus automatic text mining tools 

offer a considerable promise in this area. Although not 

much work has been conducted in this area (compared to 

bioinformatics), text mining technology is becoming an 

emergence technology for national security defence. The 

work of [28] particularly focuses on investigating and 

determining the gender of the author based on the gender-

preferential language used by the author. They claimed that 

men and women use language and converse differently 

even though they speak the same language. The work has 

been conducted by using the Support Vector Machine 

(SVM) developed by T. Joachims from the University of 

Dortmund. The work of [29] for example, has applied text 

mining techniques to existing medical literature to identify 

viruses which can be potentially be used as biological 

weapon, and where such capability is not yet recognized. 

Another example of text mining system is COPLINK 

system [30]. It was done at University of Arizona in 

Tucson to help the police to discover the link between 

agencies.  

 

4. Challenging Issue 

The major challenging issue in text mining arise from the 

complexity of a natural language itself. The natural 

language is not free from the ambiguity problem. 

Ambiguity means the capability of being understood in two 

or more possible senses or ways. Ambiguity gives a natural 

language its flexibility and usability, and consequently, 

therefore it cannot be entirely eliminated from the natural 

language. One word may have multiple meanings. One 

phrase or sentence can be interpreted in various ways, thus 

various meanings can be obtained. Although a number of 

researches have been conducted in resolving the ambiguity 

problem, the work is still immature and the proposed 

approach has been dedicated for a specific domain. On the 

other hand, most of the IE systems that involve semantic 

analysis exploit the simplest part of the whole spectrum of 

domain and task knowledge, that is to say, named entities. 

According to [31], IE does a more limited task than full 

text understanding. He pointed that in full text 

understanding, all the information in the text is presented, 

whereas in information extraction, the semantic range of 

the output, the relations will be presented are delimited. 

However, the growing need for IE application to domains 

such as functional genomics requires more text 

understanding. Named entity recognition (NER) describes 

an identification of entities in free text. For example, in 

biomedical domain, entities would be gene, protein names 

and drugs. NER often forms the starting point in a text 

mining system, meaning that when the correct entities are 

recognized, the search for patterns and relations between 

entities can begin. Reference [4] also claimed that one of 

the major problems in NER is ambiguous protein names; 

one protein name may refer to multiple gene products.   
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The work of [32] have demonstrated an effort to resolve 

ambiguous terms using sense-tagged corpora and unified 

medical language system (UMLS) with the motivation that 

the UMLS has been used in natural language processing 

applications such as information retrieval and information 

extraction systems. In their work, machine-learning 

techniques have been applied to sense-tagged corpora, in 

which senses (or concepts) of ambiguous terms have been 

most manually annotated. Sense disambiguation classifiers 

are then derived to determine senses (or concepts) of those 

ambiguous terms automatically. However, they conclude 

that manual annotation of a corpus is an expensive task.  

 

Consequently [33] have extended the previous work by 

mining is biological named entity tagging (BNET) that  

identifies names mentioned in text and normalizes them 

with entries in biological databases. They concluded that 

that names for genes/proteins are highly ambiguous and 

there are usually multiple names for the same gene or 

protein.  

 

The previous work has shown that recognizing and 

classifying named entities in texts require knowledge on 

the domain entities. List entities are used to tag text entities, 

with the relevant semantic information; however exact 

character strings are often not reliable enough for precise 

entity identification [15]. Research work in [34] 

demonstrated on using possibility theory and context 

knowledge in resolving an ambiguous entity. The obtained 

results show that the approach was successful; however, 

the context of the texts should be defined by a user. As 

claimed by [4], the ambiguity is still the major “world 

problem” in text mining applications.  

 

 

5. Summary 

This paper has presented an overview techniques, 

applications and challenging issue in text mining. The 

focus has been given on fundamental methods for 

conducting text mining. The methods include natural 

language processing and information extraction. A brief 

review on application domains has been presented. The 

purpose of this section is to give an overview to a reader 

on how text mining systems can be used in real life. The 

paper also addressed the most challenging issue in 

developing text mining systems. 
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