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Abstract

A  Geometric programming (GP) is a type of
mathematical problem characterized by objective and
constraint functions that have a special form. Many
methods have been developed to solve large scale
engineering design GP problems. In this paper GP
technique has been used to solve multi-objective GP
problem as a vector optimization problem. The duality
theory for lexicographic geometric programming has
been developed to solve the problems with posynomial
in objectives and constraints.
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1. Introduction

In many real-life optimization problems, multiple
objectives have been taken into account, which may be
related to the economical, social and environmental
aspects of optimization problems. The multiple
objectives are usually incommensurate and in conflict
with one another. In general, a multiple objective
optimization problem does not have a single solution
that could optimize all objectives simultaneously. It
never search for optimal solution but for efficient
solution that can best suited compromise solution to all
multiple  objectives.  Though the  geometric
programming technique due to Duffin et al.[3] helps to
solve various types of nonlinear single objective
posynomial problems but there are very few work have
been made in this direction to solve multiple objective
GP problems. Lexicographic optimization approach is
one such technique to handle multiple objective GP
problem. Several mathematical and game theoretic
applications of nonlinear lexicographic optimizations

are reported by Behringer[1]. Impressed upon the work
of Behringer, Nijkamp[6] applied the lexicographic
optimization technique in a land use problem for
industrial activities in a newly created industrial area in
a Rhine-delta region near Rotterdam. Application of
linear lexicographic due to Isermann[4] and
Turnovec[8] strengthen to handle scalar valued
optimization problems. Biswal[2] used fuzzy
programming[10] to solve multi-objective geometric
problem where as lexicographic order and duality has
been studied by Martinez[5]. In this paper we have
applied lexicographic  geometric  programming
technique to solve special type of multi-objective
optimization problem.

The organization of the paper is as follows: Following
introduction the definition of multi-objective geometric
programming and lexicographic optimization have been
discussed in Section-2 and 3 respectively. Definition of
lexicographic geometric programming has been
discussed in Section 4 and the numerical examples have
been incorporated in Section 5. Finally the conclusion
has been presented in Section 6.

2. Multi-objective geometric programming

A multi-objective geometric programming problem can
be defined as:
Find x = (x4, Xp,... ,xn)T SO as to

Tio n
min: g ()= Cyo [ [ X .k =12, p
t=1 j=1
(2.1)
subject to
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3:0=>CJ] X?‘”Sl i=12,..,m22)
t=1 j=1

X;>0,j=12,.,n (23

where Cy for all k and t are positive real numbers and
di; and ay are real numbers for all i, k, t, j.

Tw=number of terms present in the k™ objective
function.

T;=number of terms present in the i" constraint.

In the above multi-objective geometric programming
problem there are p number of minimization type
objective functions, m number of inequality type
constraints and n number of strictly positive decision
variables.

Let us define F(X)=1{0,,(X), 030 (X)-ees § 5o (X) |
and G(X)=1{0,(X) = 1,9,(X) = L,..... g, () =1 }

Now the above optimization problem can be rewritten
as:

lexmin: {F(x):x e R",G(x) <0" | (2.4)
which is called lexicographic geometric programming
(LGP) problem.

3. Lexicographic optimization problem

Let us denote O"an n-dimensional zero vector and
O™ an mxn zero matrix. An inequality of the type
X>O"means X > O", butx 0"

A vector X € R" is said to be lexicographically non
negative if either x = O" or its first non-zero component
is positive and we denote it by lexXx > Q"

Similarly a non zero vector X € R" is said to be
lexicographically non positive if its first non zero

component is negative and it is denoted by lex X < o"

An mxn matrix A is called lexicographically non
negative if all its columns are lexicographically non
negative and we denote it as

lexA>0O™"

In the similar manner we can define lexicographically
non positive and lexico-graphically negative vector and
its corresponding matrix.

Let F be an p-dimensional vector valued function

defined on R"and X — R".

A vector X € X is said to be a lexicographically
minimal point of F with respect to X if for any X € X

such that lex F(x") < F(X)

21

The problem of finding lexicographically minimum
point of F with respect to X is called lexicographically
minimizing problem which is denoted as :

lexmin : {F(X) 'Xe X} (3.1

Similarly a point ; € X is said to be lexicographically
maximum point of F with respect to X if

lex F(X)> F(X) and this problem is called
lexicographically maximizing problem given by
lex max : {F(X) IX€E X} (3.2)
If we assume
X :{XE R":G(x) gom} (3.3)
then the lexicographically minimizing problem can be
defined as,
lex min : {F(x): G(x) <O} (3.4)
A lexicographically minimum point of F with respect to
(3.3) is called an optimal solution to the problem given
by (3.4).
The problem given by (3.4) is called convex

optimization if all the components of F and G are
convex functions.

4. Lexicographic geometric Programming

The lexicographic
programming defined by

lex min :{F(x): xe R",G(x) < O™}
where the functions are defined by (2.1), (2.2) and (2.3).
Now we will prove the following theorem for the

existence of wunique optimal solution of the
lexicographic optimization GP problem.

multi-objective geometric

Theorem:- If the primal problem of the geometric
programming is consistent and its dual program has a
maximizing point with strictly positive components then
the primal problem of geometric programming has a
unique optimal solution if and only if the rank of its
exponent matrix is equal to the number of columns.

Proof :-From the duality theorem due to Duffin[3], we
know that for each optimization point x~ for the primal
problem there exist a maximizing point w of dual
program which is given by the following equations.

Coo [ X =WeV(W ),k =1.2,...p,t =1,2,...T, .
j=1

4.1)
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CnHX "=

) J=12,.mt=12,..T,.

4.2)
Taking logarithm on both sides of equation (4.1) and
(4.2) we have

Ingcone )= Mo o ot1o T

kot

*

We i=12,..mt=12,.T.
Cid (W)

which can be expressed as

In(x x3e .. X3 )= In—"——

A InX, +a,,, Inx, +.
k=1,2,...p; t:1,2,...,TkO

-t akOtn

=In(S);

(4.3)
And
d,Inx, +d,Inx, +...+d,, Inx, =In(S,);
1=1,2,..m;t=1,2,.. T,
(4.4)
where S = w, t=12,..T,
kot
and
W *
= ————, =12,..T,i=12,..
ﬂlt Cltﬂ’( )
Now by substituting

zi=Inxj; j=1,2,...,n
In(Beo) = Vo K =L2,....p, t=12,...... T,

and Ing, =y,,1=12,.mt=12,..T
the equations (4.3) and (4.4) reduces to

QonZ + AoraZy + oo+ ByomZn = Yiorr £=1,2,05Tyg

(4.5)

and

d,z, +d,z, +..+d, 2, =y, 1=12,. mt=12..T
(4.6)

m
If we assume T = ZTi then we will have T number
i=1
of equations and n variables, which is exactly the
dimension of the exponent matrix.
Writing the equations in the matrix form we have
Teo

ZWkOtakOtJ +Zzwklt itj 0 k _1 2

i=l t=l

P, =12,

22

Az=y 4.7)
where A is the exponent matrix of dimension Txn and T
> n. From the basic knowledge of linear algebra the
system of equations (4.7) has a unique solution if and
only if the rank of the matrix A is equal to the number
of its columns. With the substitution

e’ =x; or z; =lnx;, j=12,..,n

Our lexicographic optimization problem can be
expressed as.

lex min:{F (2):G(z)<1,} (4.8)
where F(z) is an p-dimensional vector valued function
with

Tko zakoq j

Oko(2) = chme] h

T; Zn:dm-zj
and  9;(Z) = Z:Citej:l
t=1

Due to the monotonicity of logarithm function the
problem (4.8) can be expressed as:

lex min: {ln F(2):InG(2) < Om}

,k=12,....p

,i=1,2,.....m

(4.9
with
InF(z) = {Ing,0(2),10 g3 (2),...,In G ,(2) ]
and  InG(2) = {Ing,(2),Ing,(2)......Ing,(2)}
Introducing new variables
jg_lakOIij
Ciot®
Wiy = —2 ,k=1,2,...p (4.10)
Tko zakﬂu j
=1
ZCkOte’
dezJ
C.e"
And W, = U, ——— , k=12,...p, i
T dez]
D Ce”
t=1
1,2,....m 4.11)
After suitable transformation [3] the dual problem
associated ~ with  the lexicographic  geometric
programming problem can be obtained.
lex max :V (w)
TkO
such that ) Wio =1,k=1.2,....p (4.12)
t=1
ni=12...m
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(4.13)
Ti
Ug =D Wy, k=12...p,  i=
=
1.2,....m (4.14)
whereV, (W) is the p-dimensional vector valued

function of the form

V, (W) = Zk:( ko‘j H[Wk J [Tu™ .

i=1 t=1 i=1
k=1,2,.....p (4.15)
According to the theory of geometric programming
problem (4.12) is called the normality conditions, (4.13)
is called orthogonality condition and (4.15) is the dual

function.

p m
The number d = ZTkO + ZTi —N—1 is the degree
k=1 k=1

of difficulty.
As the problem with zero degree of difficulty is easily

solvable then the dual problem can be solved to get the

maximizing vectorw . Since the vector W' is the
unique solution to the dual constraints, it is also the
maximizing vector for the dual problem.

Using this dual optimizing vector the optimal

solution X" to the primal problem can be determined by

using following relationships.

CkOt)(lakotl X;kon Xakﬂm = WkOtV (ka)

k=12,....p (4.16)
o W
Cxlnxdee | x% = 2 k=12 p:i=12,...m
ki
(4.17)
T
where  Ug = D Wy, k=1.2,....p (4.18)
i=1

5. Numerical Example
Example: Let us consider a numerical example

23

lexminF(x)={g,,) =X %%, 6y () =X %% +X %'

subjectto X, X, X3 + X,X; <10
X X; <2
X;5 X5, X3 >0

Solution Procedure of LGP problems.

Step 1:

At first the objective functions of the multi-objective GP
problem are ranked according their priority. Let us
assume that the first objective function is in priority one
i.e. Py and the second objective function in priority 2 i.e.
P, and so on, and p™ objective function in priority p i.e
P,.

Step 2:

Then first objective function g;o(x) is minimized subject
to all the original constraints. Let the minimum of the

)

first objective be 1(0 at x"). Then we move to step 3.

%fe%gthe second objective function gyo(x) is minimized
subject to the original constraints with one additional
constraint, i.e. g, (X) > 0.}

Let the minimum value of the second objective function
be ¢ ;é) at x?. Then we move to next step.

Step 4:
In step 4 third objective function gzp(x) is minimized
subject to the original constraint with two additional

constraints, i.e. §,,(X) 2 g(l)

02 (X) > g3
Same procedure is repeated for all the objective
functions.
Step 5:
Finally, the last objective function is minimized subject
to all the original constraints plus additional p-1
constraints.

0002 g1, 9002 g5 Gy (02
(p-1
g p'il,O
Let A be the exponent matrix.
-1 -1 =2
I 1 2
A= The rank of the matrix is 2
0 1 1
I 0 1

which is less than the number of columns.
The dual program of the function ¢,,(X) is as
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1
Wigy

Wlll W112

max:V (W) = ( V(\)/'S

| |

211

24

Wori1
Wi +Wiio
(Wlll + WIIZ)

and the

W, =0.3333334,w,,, =0.3333334

Subject to: W =1 mean value of dual v(w’) = 0.15. Using the primal dual
— W, + W, +W,,, =0 re£at_ionship we hav*e Ehe optimal sol}rion of g10(x) are
x; =0.9086967, x, = 1.514494, x; = 2.200954 and its
- W, + W, +W,, =0 primal optimal solution is 0.15.
_ Similarly the dual program of g;y(x) is defined as,
_W101+2W111+W112+W211 =0 Y prog &0
The solution of the dual program gives
W, =1, w,,, =0.666...,
W- W-
W W[ ] 2“ 1 o Waii
1 1 / 0.5
max:V (W) = { J { ] 10 10 (W211 + W212)W2|1+W212
W1 Wi, Wo1i W1, Wory
References
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6. Conclusions

In this chapter solution procedure of lexicographic GP
has been presented. Unless the objective functions
ranked properly, lexicographic solution may not be
acceptable to a design engineer. If there are p number of
objective functions one may formulate p! no of ways
priority, which is a very difficult task for a design
engineer. Also sometimes more than one objective
functions remain in a priority. Unless the priority is
proper solution of a real life problem gives some
abnormal result. To set the proper ranking, method of
Analytic Hierarchy Process (AHP) may be adopted.
Two popular method of AHP by Saaty[7] namely row-
column Addpotion method and Eigen-value method is
used to find the proper ranking (weights) of the
objective function. If the weights of the objective
function can be estimated, then using the weights multi-
objective GP problem can be converted to a single
objective GP problem and solved.
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