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Abstract 

With the abundance of data available, it becomes difficult 

to distinguish useful information from massive amount of 

information available. Recommender systems serves the 

purpose of filtering information  to provide relevant 

information to users that best acknowledge  their needs. In 

order to generate efficient recommendations to its target 

users, a recommender system may use  user data such as 

user identity, demographic profile, purchase history, rating 

history, browsing behavior etc. This may raise security and 

privacy concerns for a user. The goal of this paper is to 

address various security and privacy issues in a 

recommender system. In this paper, we also discuss some 

of the evaluation metrics for various attack models. 

Keywords: Privacy, security, recommender system, 

shilling attacks. 

1. Introduction

Recommender systems are used to aid users find 

relevant items. Recommender systems are a type of 

information filtering system that attempts to predict 

the preferences of a user. A variety of techniques has 

been proposed for generating recommendations, 

including content-based, collaborative, demographic, 

utility-based, knowledge based filtering. 

In order to work accurately, recommender system 

often collects user's personal information. According 

to Ackerman, Cranor and Reagle [1] there are three 

main types of customers: 

-Privacy fundamentalists : Users who are against

any  use of their personal information.

-Pragmatic majority: The pragmatics are users who

are also concerned about data usage but less so than

the fundamentalists. Their concerns are often

reduced by the presence of some privacy protection

measures.

-The marginally concerned users provide personal

information to websites easily.

According to Shyong et al [2], there can be three 

types of violation of user trust: 

Exposure. User trust is violated if a recommender 

system gives undesired access to personal 

information of a user. 

There has been many cases of online privacy 

breaches in the recent times. A popular social media 

site, Facebook has been afflicted by some serious 

privacy concerns over the years. In October 2010, 

Facebook admitted that some  of its apps shared 

personal data of users with advertisers. In March 

2011, California-based insurer HealthNet announced 

a privacy breach for nearly 2 million of its 

customers, exposing their names, addresses, Social 

Security numbers, health and financial data.  

Bias. This type of violation occurs when user 

recommendations are manipulated to alter the items 

that are recommended.  

Biasness can affect the recommender system input 

which in turn may reduce the ability of a 

recommender system to generate accurate 

recommendations. Biases can distort or manipulate 

user preferences therefore lead to suboptimal product 

choices. Bias manipulates or distorts user 

preferences by either making an item more or less 

visible to the user i.e. by pushing or nuking the 

visibility of an item. This often reduces user trust in 

the recommender system and thus harm the system. 

Therefore, getting rid of biasness in a recommender 

system is an important research question. 

Sabotage. User trust may be violated if a 

recommender system reduces its accuracy 

intentionally. One of the most common and oldest 

sabotage technique is denial of service attack. Spam 

link building to your website, duplication of your 

websites' content etc may reduce the accuracy of 

your recommender system.     
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A recommender system can gain user confidence by 

recommending some items that user already likes or 

knows. Even though, it does not add any value to the 

recommender system , but helps in building users' 

trust for other unknown items recommended to him. 

Giving an outline of the process of recommendation 

generation to user also helps in making the system 

more credible. Transparency in the recommender 

system helps in enhancing users' trust in the 

recommender system. Another obvious method for 

user trust evaluation is to ask the user to give their 

feedback.  

In this paper we will discuss biasness in detail. This 

paper is designed, as follows : In section 2 we 

discuss shilling attacks in collaborative filtering 

based recommender system. Section 3 focuses on 

various shilling attack detection strategies and 

evaluation metrics are covered in section 4. Section 5 

focuses on hit ratio and prediction shift of average 

and random attacks. Further we conclude our paper 

in section 6. 

2. Shilling Attacks 

Shilling attacks are one of the most discussed attack 

methods these days in which an attacker tries to 

generate biased recommendations for an item. In 

shilling attack, attacker tries to manipulate system  

recommendations for a particular item by submitting 

misrepresented opinions to the system [3]. 

2.1. Characterizing Attacks.  

Collaborative filtering based recommender system 

mainly generates recommendations on the basis of 

user profiles i.e., it predicts interests of a user with 

the help of an idea that users who liked similar items 

in the past are likely to again agree in the future. In 

collaborative filtering recommender systems, an 

attacker can weaken the recommender system either 

by making a particular item look like a good 

recommendation for a particular user (when it is 

actually not a good recommendation) or by 

preventing an item from being recommended to a 

user (when it is actually a good choice for him). So, 

two main attack strategies widely used in 

recommender systems are product push and product 

nuke attacks. The aim of product push attack is to 

increase the prediction value of items being targeted 

by the system and product nuke attack demotes the 

predictions for target items. To implement these 

attack strategies, an attacker creates a large number 

of fake profiles designed to distort the system 

predictions.  These fake user profiles are also 

referred to as attack profiles and insertion of attack 

profiles in a recommender system is referred to as 

profile injection attack.  

Lam et al.[3] classified profile injection attacks on 

the basis of amount of knowledge required to mount 

the attack, intent of the attack, cost of the attack etc. 

2.1.1 Required knowledge 

An attack is classified into two types on the basis of 

amount of knowledge required to mount that attack 

[4]. 

High- knowledge attack: It requires an attacker to 

have complete knowledge of the procedure with 

which ratings are distributed in the recommender 

systems database. 

Low- knowledge attack: This type of attack does 

not require detailed knowledge of rating distribution. 

It requires system independent knowledge that can 

easily be obtained by public information sources. 

2.1.2 Attack intent 

Another dimension used for categorizing profile 

injection attack is the intent of attacker. Depending 

upon the intent of attacker, researchers have 

categorized attacks into two types : "push" and 

"nuke" attacks. 

Push attack: If an attacker inserts fake user profiles 

in the system with an aim to promote a product, it is 

known as push attack.  

Nuke attack: If an attacker inserts fake user profiles 

in the system with an aim to  demote a product, it is 

known as nuke attack.  

2.1.4 Cost 

A shill attacker on the basis of cost/benefit of an 

attack may determine whether it is economically 

good for him to execute the attack or not. 

Factors that contribute to the cost of an attack are: 

 size of attack: the number of new users and 

ratings. 

 level of difficulty encountered while 

interacting with a recommender system. For 

example, an attack on a recommender 
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system that uses CAPTCHA for security 

reasons is comparatively costlier than the 

attack on recommender systems that do not 

use it. 

 cost/benefit of an attack also depend upon 

the amount of information /knowledge such 

as algorithms, users, items, ratings etc 

required by an attacker to mount that attack. 

 any other resource required to mount the 

attack.  

 

2.2 Shilling attack strategies Shilling attack 

types are the attacks that involve injection of user 

profiles in the system. A general form of genuine 

user profile is shown in table 1. 

Table 1. Genuine user profile 

Item1 Item 2 .... Item m-1 Item m 

R1 R2  - - 

    rated items                                unrated items              

 

A general form of attacker's profile is shown in table 

2. 

Table 2. Fake user profile/ attacker's profile 

 

                    

 

Is1 Is2 If1 If2 .. Im-1 Im 

δ(Is1)  δ(Is2) σ(If1) σ(If2) .. Null ¥(Im) 

      

 

 

 

 

 

2.2.1 Random attack In this type of attack, attacker 

assigns random ratings to filler items and a pre 

specified rating is  assigned to the target item. To 

implement push attack, attacker assigns maximum 

rating to the  target item and likewise minimum 

rating is assigned to the target item in nuke attack 

strategy. This is a low knowledge attack as the 

amount of knowledge required to mount this attack is 

minimal.  

2.2.2 Average attack In average attack, each filler 

item is assigned a rating that is mean rating for that 

item, across the users in the database who have rated 

it. 

2.2.3 Bandwagon Attack In this type of attack, 

attacker tries to associate target item   with some 

frequently rated items. To implement bandwagon 

attack, attacker usually gives random rating to a 

subset of items (like in random attack) and maximum 

rating to very popular items which in turn increases 

the similarity of attack profiles with other users. 

2.2.4 Segment attack Segment attack was  

introduced by Mobasher et al.[5]. In this attack 

model, attacker pushes an item to its target user 

group that is expected to be most preferable for that 

group. For example, the author of a romantic novel 

might want to get the book recommended to the 

readers who liked romantic novels in the past. 

2.2.5 Nuke Attack Models 

Though random and average attack models can be 

used to demote or nuke an item by associating  

minimum rating instead of maximum rating with the 

target item. However results suggest that the attack 

models which are effective for pushing an item are 

not necessarily as effective for nuke attacks. Thus 

some attack models have been designed by the 

researchers especially for demoting an item. 

2.2.5.1 Love/Hate attack 

In this type of attack model, attacker gives minimum 

rating value to the target items and the filler items 

are assigned maximum rating value. 

2.2.5.2 Reverse Bandwagon Attack 

The reverse bandwagon attack is a variation of the 

bandwagon attack, in which the selected items are 

those that tend to be rated poorly by many users. 

These items are assigned low ratings together with 

the target item. Thus the target item is associated 

with widely disliked items, increasing the probability 

that the system will generate low predicted ratings 

for that item. 

ratings of 

selected 

items 

ratings 

of filler 

items 

unrated 

item 

rating 

of 

target  

item 

 

selected 

items 

filler 

items 

unrated 

items 

rated 

items 
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3. Shilling attack detection strategies 

In order to mount an attack, attacker tries to gain the 

knowledge of ratings in the recommender system. 

Lam and Riedl 2004[2], Chirita et al. 2005[5] along 

with other researchers believe that it is impossible 

for an attacker to have the complete knowledge of 

user ratings in a recommender system. That is why 

fake user profiles exhibit some features that are 

different from that of genuine users. 

3.1 Generic attributes 

For the detection of profiles, Chirita et al. [6] 

proposed some generic attributes. Some of these 

attributes are as follows: 

1) Rating Deviation from Mean Agreement (RDMA) 

: Chirita et al.[5] proposed that a profile’s average 

deviation per item, weighted by the number of 

ratings for that item can be used for the detection of 

attacker’s profile from  other users.  Following 

equation (2.3.1) can be used for this purpose: 

RDMAU =     

  
             

  
 

  
   

  
                                                       (2.3.1) 

where nu is the number of items user u rated, ru,i is 

the rating given by user u to item i, li is the number 

of ratings provided for item i by all users, and ri is 

the average of these ratings. 

2) Weighted deviation from mean agreement 

(WDMA): This method can be used to identify the 

user profiles that assign a high weight to rating 

deviations for sparse items.  It can be calculated by 

using Equation 2.3.2. 

WDMAU =      
  

             

  
  

  
   

  
                                (2.3.2)                           

3) Degree of Similarity with Top Neighbors 

(DegSim): Chirita et al. 2005 [6] proposed that the 

average similarity of a profile’s top nearest neighbors 

can be used to identify attack profiles as they are 

believed to have high similarity with their top 25 

nearest neighbors than authenticated users [5,6]. It 

can be calculated by Equation 2.3.3. 

DegSimu = ∑
k

v=1 simu,v / k         (2.3.3)                                               

Similarity between user u and v is represented by 

simu,v. 

4)  Length Variance (LengthVar): According to some 

researchers, in a system having very large database, 

genuine users are unlikely to have large number of 

items rated/viewed by them as they have to enter the 

information manually. On the contrary, an attack 

profile may contain large profile as they often use 

some tool for profile injection. Mobasher et al 

proposed that it is possible to identify attack profiles 

using the variance in the length of a given profile 

from the average length in the database [4]. It can be 

calculated by using Equation 2.3.4. 

 LengthVarianceu = 
       

             
                         (2.3.4) 

   is the average length of profiles in the system and 

   is the length of user u in the system. 

 

3.2 Model-specific attributes  

 
According to Burke et al. [4]; Mobasher et al. [5] 

generic attributes are not very good choice for 

distinguishing the attack profiles from the authentic 

profiles. They proposed that a particular attack 

model has its unique signature that can be used for 

profile detection i.e., attacks can be characterized 

based on the characteristics of their partitions (target 

items), selected items , filler items. Some of the 

model-specific attributes are : 

 

1)  Mean Variance (MeanVar) 

If the set Pu,T contains the items in the profile that are 

suspected to be targets and Pu is the profile of user u. 

MeanVar for Pt  in the profile Pu  where Pt is from 

the set of items Pu,T  in Pu that are given the rating rt 

(the maximum rating for push attack detection or the 

minimum rating for nuke attack detection). 

 It is used for the detection of average attacks [4]. It 

can be calculated by using Equation 2.3.5. 

MeanVar      )  =    
              

         
 

    
          (2.3.5) 

 

2) Filler Mean Target Difference (FMTD)  

This attribute is used for bandwagon, reverse 

bandwagon attack and segment attacks [4]. In this 

model, Pu,T is set to all items in Pu that are given 

maximum rating for push attack detection and 

minimum for nuke attack detection in the profile of 

user 'u'. It can be calculated by using Equation 2.3.6.  

 

FMTDu =  
           

      
   

           

      
                (2.3.6) 

 

 

4. Evaluation Metrics 

There are various metrics for evaluating 

effectiveness of an attack. We used two such metrics, 

prediction shift and hit ratio as described below.  
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4.1 Prediction Shift 

Prediction shift evaluates efficaciousness of attack 

by computing difference in the predicted ratings for 

the attacked item before and after the attack. 

For each user-tem pair (u,i) the prediction shift is 

measured as PredShift u,i = p
'
 u,i - pu,i 

where p
'
 u,i represents predicted rating of user-item 

pair(u,i) after the attack and pu,i represents predicted 

rating of user-item pair(u,i) before the attack. 

Likewise, average prediction shift for an item 'i' over 

all users can be computed as 

PredShift i =  
              

   
                          (4.1.1) 

 

4.2 Hit Ratio 

A user is generally interested in the top n items 

recommended to him in a recommender system. A 

remarkable prediction shift does not guarantee 

presence of pushed item in recommendation list of 

target user. Thus, hit ratio is another extensively used 

evaluation metric for assessing the impact of attacks.  

Let Ru  be the recommendation list for target user u. 

For each pushed item i , the recommendation hit for 

user u on item i, denoted by                   

               Hu,i =           1     ; if i Є Ru 

                                                     0     ; otherwise 

 

Hit ratio for an item i is defined as the ratio of 

number of hits across all users to total number of 

users. 

 

HitRatioi  =     
    

   
                                        (4.2.1) 

 

Likewise, average hit ratio is defined as the ratio of 

sum of the hit ratio for each item i following an 

attack on i across all items divided by the number of 

items: 

 

HitRatioi =       
         

   
                                 (4.2.2) 

 

 

 

 

 

 

 

 

 

5. Experimental Study  

In our experiments, we have used News items as our 

dataset. The news items are read in the form of RSS 

feeds. Data in RSS feed is in standard XML format, 

hence semi structured. [Fig 5.1] shows the structure 

of the RSS file where data is organized in XML 

format.  

News items are collected from various news 

channels like Times of India, Hindustan Times, IBN, 

CNN etc. in the form of RSS feeds. This data is then 

stored in MongoDB, a NOSQL database system [18]. 

Figure 5.2 depicts the structure of 'newsdata' 

collection of 'newsportal' database  stored in Mongo 

database. When a user logs in to the system, he is 

presented with the news articles stored in the 

database. A logged in user submits his rating for all 

the viewed news items. These ratings are then used 

to predict the ratings for an unrated item in our 

recommender system. The work we presented here 

discusses the effect of average and random attack 

models on recommender system. We conducted our 

experiment on News Items database,      'newsdata'. 

The recommender system was subjected to average 

and random attack models for push attacks. For both 

the attack models, we inserted a number of attack 

profiles according to the attack size in the database 

and measured the prediction shift. 

Figure 5.3 depicts the average prediction shift for 

average and random product push attack models 

against user-based collaborative recommender 

system for various attack sizes. From the results, we 

conclude that average attack has better prediction 

shift. 

Figure 5.4 shows the average hit ratio for average 

and random product push attack models against user-

based collaborative recommender system for various 

attack sizes. The average hit ratio of average attack is 

not indistinctively greater than that of the random 

attacks. Hence a remarkable prediction shift does not 

always guarantee higher hit ratio. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 5.1 Structure of RSS file 
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Figure  5.2 Structure of 'newsdata' collection within 'newsportal' database stored in MongoDB 

 

 

    

 

                                                                                Attack Size (%) 

Figure 5.3 Average Prediction shift for average and random product push attacks 
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Figure 5.4 Average Hit Ratio for average and random product push attack
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6. Conclusion 

Recommender systems are one of the most important 

tools used these days to combat information 

overload. Now-a-days, recommender systems thrive 

on generating meaningful and useful 

recommendations by making use of user personal 

information. In this paper we  have provided a 

comprehensive study of various attack models, 

methods used for the detection of fake user profiles, 

and number of approaches used by researchers to 

deal with these attacks. We also discussed the 

effectiveness of random and average attack models. 

Our future work includes developing a low-

computational cost secure recommender system 

capable of identifying  various shilling attack 

models. 
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