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Abstract 
Due to rapid and increasingly growth of electronic texts 
and documents, we need some techniques for integration, 
communication and appropriate utilization of these texts. 
Summarizing the literature is one of the most fundamental 
tasks for integrating and taking advantages of these 
gathered texts. Selecting key words and then integrating 
them as a summary text, is the most common method in 
text summarization.  

In this paper we present a new method of automatic text 
summarization, with bacterial foraging optimization. The 
main idea of this method, is weighting words, then valuing 
the sentences, and finally extracting key sentences from 
the text, as the summarized text. It should be noted that, 
here we used the weighting term TF-IDF method, to 
determine weight for each text. Also, the bacterial foraging 
optimization used to converge the solutions is obtained 
from each bacteria, and finally the best candidate 
summarized text is given. 
Keywords: Text Summarization, Word, Sentence, Weight of 
sentence, Bacterial foraging optimization algorithm. 

1. Introduction 

Summary document is a presentation of the contents of a 
compressed text. A summary of the text refers to the views 
on the important points that must contain the key phrases 
in the text. 

The summary should not duplicate the text, and should be 
as concise as possible. Some words and phrases may be 
repeated several times in a text, but summarized text 
should be as pressed as possible. 

The summary text should refer to important parts of the 
text. Although different versions of summarization of a 
given text which is done by several people, may differ 
from each other because of their point of views, but if it is 
done properly, the summarized text will involves original 
text contents and titles; so the summarization done by 
computers, should be involve important sentences of 
original text. 

In general Edward Hovy, defines the summary as follows: 
the summary is a text of one (or more) document has been 
prepared and includes the most important information of 
primary document (or documents) and also is not more 
than the half size of the original document (documents). 
[1] 

Summary text can be in any format. Furthermore, 
considering the size of summary, it is comprehended that 
summary of the original text, even if contains a brief or 
key and referring words, should be a set of some more 
important words in the text, so that the overall content of 
the original text can be realized. 

Another batch of summarized texts is the extractive 
summarized literatures. An extractive summary is a 
summary which its sentences, phrases and words are the 
same as the original text; they are extracted without any 
changes and used in the summary. 

In order to summarize, summary extractive instruments 
must measure the weight of sentences and words, and then 
based on the matter of importance, decide on whether any 
of the sentences must be in the summary or not. [2] 
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There are generally two types of summarization, Single 
and multiple document summarization. Single text 
summarization, create a text summary of a single 
document, While in multiple text summarization, text 
summary is created of the relevant texts in several 
documents. [3] 

Today, machine learning methods [4, 5, 6, 7, 8, 9, 10] are 
used for solving different problems and also text 
summarization. One of the methods that have recently 
been used in text summarization is the PSO algorithm. 
[11] 

Another method that regarded today as swarm intelligence 
is bacterial foraging optimization algorithm. This method 
has attracted a lot of attention in the implementation of 
algorithms and computational modeling, and industrial 
systems. 

Recently some models have been created to mimic the 
behavior of swarm, to solve some minor problems [12, 13, 
14]. BFO has been successfully implemented on many 
engineering problems such as optimal control [15], 
consistent estimates [16], reducing the transmission loss 
[17] and machine learning. 

Sentence classification in multiple text summarization [18] 
and applications of text summarization in image 
processing field [19] as well are some of the works which 
have been done in text summarization recently.  

The rest of the paper is organized as follows: Section 2, 
introduces the bacterial foraging optimization algorithm 
(BFO). In section 3, identifying key words from the less 
important words, and ultimately identifying important 
terms will be described. In Section 4, the bit mapping 
words, to solve the problem of text summarization will be 
shown. In Section 5, the problem of text summarization, 
by BFO are explained. In Section 6, Rouge-N method is 
introduced for evaluating the summarized literature. In 
Section 7, results are shown and finally in Section 8, 
conclusions and future work will be explained.  

2. Bacterial Foraging Optimization Algorithm 

Bacterial foraging optimization algorithm (BFO) is an 
optimization algorithm that acts based on the social 
behavior of E.coli bacteria in the body. 

Coordination and switching between two states, swim and 
tumble, enables the bacteria to run and orientation, for 
looking for food to survive. [20] 
In general, BFO algorithm has three stages which are 
defined as follows: [20] 

Chemotaxis: This step represents the movement of 
bacteria and is calculated as Eq. (1). 

ሺ݆ߠ  1, ݇, ݈ሻ ൌ ,ሺ݆ߠ  ݇, ݈ሻ  ሺ݅ሻܥ 
∆ሺ݅ሻ

ඥ∆்ሺଓሻ∆ሺଓሻሖ         ሺ1ሻ 

Words өi (j, k, l), represents the ith bacterium in jth 
chemotaxis, kth reproduction, and lth elimination-dispersal 
step, and C(i) is the size of chemotaxis. 

Proliferation: Health status of each bacterium in his life 
will be considered as all appropriate steps that it can be 
formulated as Eq. (2). [20] 

 ,ሺ݅ܬ ݆, ݇, ݈ሻ
ே

ୀଵ
        ሺ2ሻ 

Here Nc is the maximum number of chemotaxis's steps. All 
bacteria are ordering descending based on health status. 
According to The Proliferation step, only the upper half of 
the list of bacteria can survive. Then each of the surviving 
bacteria has to multiply the two bacteria and Placed in the 
same place. However, the number of bacteria remained 
constant. 

Elimination-dispersal: According to the possibility rules 
and considering the different positions of bacteria, It is 
possible that bacteria sticks in the first place and unable to 
navigates the entire search space; In this case, by using the 
elimination-dispersal step, these bacteria can be removed 
from the cycle of searching, or distributed their 
accumulation in the area. The elimination-dispersal of 
bacteria can be regular or random. [20] 

3. Weighting the Words and Sentences  

To summarize the text and identify important sentences 
from less important ones, we need a method for rating the 
text. 
With recognizing that every word in a text is how 
important and useful, some values can be given to words 
(based on its position in the text). When the value of each 
word in the text determined, each sentence's value of the 
text can be easily identified. However, recognizing the 
important sentences from useless sentences is easy. 

To achieve this goal, a system should be used to weighting 
the words of the text. 
In this paper we used the TF-IDF method, for weighting 
each word in the text. [3] 

Gሺtijሻ ൌ Log ሺN / nj ሻ  1         (3) 
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In the above equation, N is the total number of sentences 
of the text, and nj is the number of sentences that has the 
word j. 

Sentences are made of words; to calculate the weight of 
each sentence, we need the weight of each term and sum 
of the weights of a sentence. So, more important sentences 
can be recognized among the less important sentences. 

4.  Bit-Mapping the Words 

In this report, we used a bit string to use and display the 
words. Each bit that corresponds a word in the text, can 
take only zero or one. 

The first bit represents the first term, the second bit 
represents the second term, and the process continues as 
the same until the last word. When a bit sets to one, it 
means the choice of corresponding word, and zero value, 
indicates the un choice of corresponding word in a 
candidate summary. 

 

 

 

 

 

 

 

 

Fig. 1  Bit-mapping the words. 

5.  Text Summarizing with BFO 

In this paper, the BFO algorithm has been used to 
summarize the text. First, the words and sentences are 
recognized in the text. Then according to Eq. (1), the 
words are given a weight. The weight of sentences is 
determined by summing the weight of the words in the 
sentences. Weight of each summary is evaluated by DUC. 
[21] 

The sentences sorted in descending order on the basis of 
weight, and the first N sentences (usually 20% of the 
original sentence), considered as a candidate summary 

text. Next, according to the bit-mapping the terms that 
described in Section 4, each bacteria selects the words and 
phrases to make a candidate summary text. Finally, 
according to Rouge-N equation, the value of each 
candidate summary text determined. Summary Process of 
the bacteria continues until the value of bacteria 
converging to the threshold value. Figure 2 shows this 
trend. 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Fig. 2  General trend of text summarization using BFO. 

6.  Evaluation Function 

In this report, the evaluation function Rouge-1 that 
calculated as Eq. (4), is used to evaluate each candidate 
summary text. [22] 

݁݃ݑܴ െ ܰ ൌ 
 

∑ ∑ ሼோ ௌ௨௬ሽאௌௌא ሻ݉ܽݎ௧ሺ݃ݐ݊ݑܥ

∑ ∑ ሼோ ௌ௨௬ሽאௌௌאሻ݉ܽݎሺ݃ݐ݊ݑܥ
        ሺ4ሻ 

Where n stands for the length of the n-gram, gramn, and 
Countmatch(gramn) is the maximum number of n-grams co-
occurring in a candidate summary and a set of reference 
summaries. 
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7. BFO Text Summarization Results 

In this problem, the optimal value for each parameter of 
BFO, displays as the following diagrams.

 
         Fig. 3  Result of changing the Nre parameter. 

                         Fig. 4  Result of changing the Ns parameter. 

Fig. 5  Result of changing the Nc parameter.

Fig. 6: Result of changing the bacteria parameter. 
 

In figures, a threshold value for each input parameter can 
be seen. 

8.  Conclusions 

We introduced a model to summarize the text, by using the 
bacterial foraging optimization algorithm. This model 
works based on scoring the words and sentences. Each 
component which is a bacteria, attempts to summarize the 
text and improves its position each time. Summary Process 
of the bacteria, continues while the value of bacteria 
converging to the threshold value. 

As future works, this model can be used for summarizing 
documents in other languages, other features of text can 
also be used to summarize the texts. 
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